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Abstract. Soft set tackles a single set of attributes whereas its extension
hypersoft set is projected for dealing attribute-valued disjoint sets corre-
sponding to distinct attributes with entitlement of multi-argument approx-
imate function. In order to furnish soft set-like models with multi-decisive
opinions of multi-experts, a new model i.e. soft expert set has been devel-
oped but this is inadequate for handling the scenario where partitioning
of attributes into their respective attribute-valued sets is necessary. Hence
hypersoft expert set has made its place to be developed. This article in-
tends to develop a new type of hypersoft set called bijective hypersoft
expert set which is more flexible and effective. After characterization of
its essential properties and set-theoretic operations like union, relaxed and
restricted AND, a decision-support system is designed which is character-
ized by new operations such as decision system, reduced decision system,
etc. with illustrated examples. The proposed decision-support system is
applied in multi-attribute decision-making process to manage a real-life
application.

AMS (MOS) Subject Classification Codes: 91B06; 93E25
Key Words: Soft set, Soft expert set, Bijective soft set, Hypersoft set, Hypersoft expert
set, Bijective hypersoft set, Bijective hypersoft expert set.

1. INTRODUCTION

In 1999, Molodtsov [35] introduced the structure of soft set to explain problems of
vague data and uncertain environment. After this, Maji et al. [33] presented its some basic
properties, operations, laws and used this structure in different fields to explain different sit-
uations. In 2005, Pei et al. [37] explained the relationship between soft set and information
system. Many other researchers [5, 7, 8, 11, 32, 58] worked on this theory and introduced
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some new operations, properties, laws and used them in decision-making problems. Saeed
et al. [48] made use of this theory and introduced soft elements and members. Rahman
et al. [39, 40] conceptualized m-convexity (m-concavity) and (m, n)-convexity ((m, n)-
concavity) on soft sets with some properties. Gong et al. [12] conceptualized new structure
of bijective soft set and discussed its essential characteristics. Kamacı et al. [20, 21, 22, 23]
presented bijective soft matrix theory and reviewed different operations by making its use
in decision making system. They also developed the structures of N -soft set, bipolar N -
soft set and studied their applications. Many researchers [1, 2, 3, 9, 10, 26, 27, 36, 38, 64]
broadened soft set theory and developed different soft set-like hybrids to make its use in
different fields like decision making and information system.
Alkhazalah [4] introduced the concept of soft expert set to solve the problem of different
opinions of different experts in a single model. He used this structure in different areas like
medical diagnosis and decision making. Ihsan et al. [15, 16] introduced convexity (con-
cavity) on soft expert sets and fuzzy soft expert sets respectively and proved their certain
properties. Soft set is used only for single set of attributes whereas hypersoft set, devel-
oped by Smarandache [59], is useful for tackling further partitioning of attributes into their
respective sub-attribute values in the form of disjoint sets. In 2020, Saeed et al. [49, 50]
studied basic properties, operations of hypersoft set and explained with different exam-
ples. In 2020, Rahman et al. [41, 42] developed some new structures of hypersoft set like
complex fuzzy hypersoft set and introduced the concept of convexity in hypersoft set. In
2021, Rahman et al. [43, 44, 45] presented some new structures like rough, fuzzy param-
eterized, neutrosophic hypersoft set and used them in decision-making problems. Saeed
et al. [51, 52, 53, 54] worked on hypersoft classes, complex multi-fuzzy hypersoft set and
explained some new methods of decision making for mappings. They also presented hyper-
soft graphs, a new class of hypersoft set with some characteristics. Working on hypersoft
set, Yolcu et al. [62] gave the idea of fuzzy, intuitionistic fuzzy hypersoft sets and made use
of them in decision making. Saqlain et al. [55, 56, 57] made their contributions in hypersoft
set by introducing single and multi-valued neutrosophic hypersoft sets and calculated their
tangent similarity measures. They described aggregate operators and TOPSIS method for
neutrosophic hypersoft sets. Ihsan et al. [17] extended hypersoft set to hypersoft expert set
and used it in decision-making problems. Ihsan et al. [18] introduced the structure of fuzzy
hypersoft expert set with application in decision making problem. Ali et al. [6] devel-
oped the Einstein geometric aggregation operators using a novel complex interval-valued
Pythagorean Fuzzy setting with application in green supplier chain management. Riaz et
al. [47] worked on decision-making problems and described certain properties of soft multi
set topologies with applications in decision-making problems.

1.1. Research Gap and Motivation. Following points will explain the research gap and
motivations behind the choice of proposed structure:

(1) Gong et al. [12] introduced the concept of bijective soft set and discussed its
necessary operations with an application in decision-making problems. After this,
Gong et al. [13] extended their work in fuzzy environment and introduced the
concept of bijective fuzzy soft set to deal with more uncertain problems. Kumar et
al. [28] applied this concept of bijective soft set in classification of medical data.
Tiwari et al. [60] used an integrated Shannon entropy and TOPSIS for product
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design concept evaluation based on bijective soft set. Gong et al. [14] worked on
bijective soft set and used it in mining data from soft set environments and applied
it in some fields. Tiwari et al. [61] made a bijective soft set theoretic approach
for concept selection in design process. Inbarani et al. [19] introduced the idea of
rough bijective soft set and applied in medical field. Kumar et al. [29] gave the
idea of improved bijective soft set and proposed a model for the classification of
cancer based on gene expression profiles. Kumar et al. [30] discussed the structure
of hybrid bijective soft set to construct novel automatic classification system for
analysis of ECG signal and decision making purposes. Kumar et al. [31] also
applied this structure for the identification of heart valve disease. Kamac et al. [25]
introduced the concept of bijective soft matrix and applied for decision-making
problems.

(2) It can be seen that the above bijective soft set like models deal with opinion of
only single expert. But in real life, there are certain situations where we need
different opinions of different experts in one model. To tackle this situation, soft
expert set has been developed. However, there are also certain situations when
attributes are further classified into their respective attribute-valued disjoint sets.
Therefore, there is a need of new structure to handle such situations with multi-
decisive opinions under multi-argument soft set like environment. So hypersoft
expert set is developed.

(3) Having motivation from the above literature in general and specifically from [12]
and [17], a novel structure bijective hypersoft expert set (BHSES) is developed
with certain properties. By using the aggregate operations of BHSES, a new deci-
sion system is proposed and is used in multi-attribute decision-making problems.

1.2. Main Contributions. The following are the main contributions of the proposed study:

(1) Some basic definitions of soft set, soft expert, hypersoft set, bijective soft set,
bijective hypersoft set are reviewed from literature.

(2) Theory of bijective hypersoft expert set (i.e., axiomatic properties, set-theoretic
operations and laws) is conceptualized with the support of numerical illustrative
examples.

(3) An algorithm is proposed and then validated by applying it in decision-making
based daily-life problem.

(4) The proposed study is compared with existing relevant models to judge the advan-
tageous aspects of proposed study.

(5) Paper is summarized with description of its scope and future directions to motivate
the readers for further extensions.

1.3. Paper Organization. The remaining paper is organized as under:
Section 2 recalls some basic definitions and terms from existing literature to support main
results. Section 3 describes the theory of bijective hypersoft expert set with the description
of its decision support system. Section 4 proposes an algorithm based of BHSES with
utilization in daily-life multi-attribute decision-making problem and section 5 summarizes
the paper with more future directions.
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2. PRELIMINARIES

The following portion describes some basic definitions related to the literature and sug-
gested work. In this article, universe of discourse will be shown by Z, S will be used as
an experts set and O as an opinions set, R = P ×S ×O with V ⊆ R, while P a set of
parameters. The symbol P(Z) will denote the power set of universe of discourse.

Definition 1. [35]
A soft set S is defined by an approximate function βS : θ → P(Z) which is defined by
approximate elements βS(ŝ) for all members ŝ of θ, a subset of parameters.

Definition 2. [33]
A soft expert set $ is characterized by an approximate function Φ$ : H→ P(Z) which is
defined by approximate elements Φ$(v̂) for all members v̂ of H where H ⊆ P.

Definition 3. [59]
Let φ1, φ2, φ3, ....., φπ , for π ≥ 1, be π distinct attributes having H1,H2,H3, .....,Hπ
as their respective attribute-valued sets with Hα ∩ Hβ = ∅, for α 6= β, and α, β ∈
{1, 2, 3, ..., π}. The pair (Ψ,G) is named as a hypersoft set over Z where G = H1 ×
H2 × H3 × ..... × Hπ and ΨΥ : G → P(Z) is its multi-argument approximate function
characterized by approximate elements ΨΥ(ĝ) for all ĝ ∈ G.

Definition 4. [12]
A bijective soft set is a soft set (βS , θ) which satisfies the following conditions:
(i) ∪ε∈θβS(ε) = Z
(ii) βS(εi) ∩ βS(εj) = ∅, for any two parameters εi, εj ∈ θ, εi 6= εj .

For the sake of collection of abstracts cum statistical data and information, scholars de-
sign questionnaires having description of parametric statements in the form of questions
and then it is circulated to individuals with relevant field of expertise. In this scenario, the
approached evaluators for such questionnaires are directed to provide their expert opinions
regarding the relevance of certain elements of universal set (topics/areas under consid-
eration for the study) with parameters. After the completion of this data collection, the
submissions are further reviewed by internal experts (scholars, supervisors, co-supervisors
etc.) who classify the collected data on agree and dis-agree basis and then evaluate with
their weightage subject to the condition that two opinions collected from field should not
overlap. It is pertinent to mention here that the questions of questionnaires are of para-
metric nature i.e. each question is parameterized with sub-parametric values. The existing
literature is inadequate to provide a uncertain model to tackle such scenario so bijective
hypersoft expert set is being characterized in the following section to address the scarcity
of literature.

3. BIJECTIVE HYPERSOFT EXPERT SET (BHSES-SET)

The following portion contains the definition of hypersoft expert set with example and
the theory of bijective hypersoft expert set.

Definition 5. [46]
Let p̂1, p̂2, p̂3, ....., p̂n, for n ≥ 1, be n distinct attributes having P1,P2,P3, .....,Pn as
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their respective attribute-valued sets with Pi∩Pj = ∅, for i 6= j. The pair (Ψ,G) is said to
be bijective hypersoft set over Z where G = H1×H2×H3×.....×Hπ and ΨΥ : G→ P(Z)
is its multi-argument approximate function characterized by approximate elements ΨΥ(ĝ)
for all ĝ ∈ G which satisfy the following conditions:

(1)
⋃
ĝ∈S

ΨΥ(ĝ) = Z

(2) ΨΥ(ĝi) ∩ΨΥ(ĝj) = ∅, for ĝi, ĝj ∈ S, ĝi 6= ĝj .

Definition 6. [17]
A pair(ξ,S) is known as a hypersoft expert set over Z, where ξ : S → P(Z) where P(Z)
is collection of all fuzzy subsets of Z, S ⊆ H = G × D × C and G = G1 × G2 × G3 ×
.... × Gp here Gi are disjoint attributive-valued sets corresponding to distinct attributes
gi, i = 1, 2, 3, ..., p, D be a set of specialists (operators) and C be a set of conclusions. For
simplicity, C = {0 = disagree, 1 = agree}.

Example 3.1. Suppose that Mr. John intends to purchase a mask from a medical store.
There are four types of masks available in market forming initial universe Z = {k1,k2,k3,k4}.
The choice of mask may be carried out by keeping in mind the following attributes i.e. γ1

= Colour, γ2 = Size, and γ3 = Price. Following are the attribute-valued sets corresponding
to these attributes are:
τγ1 = {γ11, γ12}
τγ2 = {γ21, γ22}
τγ3 = {γ31, γ32}
then τγ = τγ1 × τγ2 × τγ3

τγ =


($1, {γ11, γ21, γ31}) , ($2, {γ11, γ21, γ32}) ,
($3, {γ11, γ22, γ31}) , ($4, {γ11, γ22, γ32}) ,
($5, {γ12, γ21, γ31}) , ($6, {γ12, γ21, γ32}) ,
($7, {γ12, γ22, γ31}) , ($8, {γ12, γ22, γ32})


Now H = τγ ×D× C

H =



($1, φ1, 0), ($1, φ1, 1), ($1, φ2, 0), ($1, φ2, 1), ($1, φ3, 0), ($1, φ3, 1),

($2, φ1, 0), ($2, φ1, 1), ($2, φ2, 0), ($2, φ2, 1), ($2, φ2, 0), ($2, φ3, 1),

($3, φ1, 0), ($3, φ1, 1), ($3, φ2, 0), ($3, φ2, 1), ($3, φ3, 0), ($3, φ3, 1),

($4, φ1, 0), ($4, φ1, 1), ($4, φ2, 0), ($4, φ2, 1), ($4, φ3, 0), ($4, φ3, 1),

($5, φ1, 0), ($5, φ1, 1), ($5, φ2, 0), ($5, φ2, 1), ($5, φ3, 0), ($5, φ3, 1),

($6, φ1, 0), ($6, φ1, 1), ($6, φ2, 0), ($6, φ2, 1), ($6, φ3, 0), ($6, φ3, 1),

($7, φ1, 0), ($7, φ1, 1), ($7, φ2, 0), ($7, φ2, 1), ($7, φ3, 0), ($7, φ3, 1),

($8, φ1, 0), ($8, φ1, 1), ($8, φ2, 0), ($8, φ2, 1), ($8, φ3, 0), ($8, φ3, 1)


let

φW =


($1, φ1, 0), ($1, φ1, 1), ($1, φ2, 0), ($1, φ2, 1), ($1, φ3, 0), ($1, φ3, 1),

($2, φ1, 0), ($2, φ1, 1), ($2, φ2, 0), ($2, φ2, 1), ($2, φ3, 0), ($2, φ3, 1)

($3, φ1, 0), ($3, φ1, 1), ($3, φ2, 0), ($3, φ2, 1), ($3, φ3, 0), ($3, φ3, 1),
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be a subset of H and $1= Price $2= Colour $3= Reliability
D = {φ1, φ2, φ3, } be a set of specialists.
Following survey depicts choices of three specialists:
π1 = π($1, φ1, 1) = {k2,k4} , π2 = π($1, φ2, 1) = {k1,k2,k3,k4} ,
π3 = π($1, φ3, 1) = {k3} , π4 = π($2, φ1, 1) = {k2,k3} ,
π5 = π($2, φ2, 1) = {k4} , π6 = π($2, φ3, 1) = {k1,k4} ,
π7 = π($3, φ1, 1) = {k1} , π8 = π($3, φ2, 1) = {k1,k3} ,
π9 = π($3, φ3, 1) = {k2,k3,k4} , π10 = π($1, φ1, 0) = {k2} ,
π11 = π($1, φ2, 0) = {k1,k3,k4} , π12 = π($1, φ3, 0) = {k1,k2,k4} ,
π13 = π($2, φ1, 0) = {k1,k2} , π14 = π($2, φ2, 0) = {k1,k2,k3,k4} ,
π15 = π($2, φ3, 0) = {k1,k2,k4} , π16 = π($3, φ1, 0) = {k3,k4} ,
π17 = π($3, φ2, 0) = {k1,k2} , π18 = π($3, φ3, 0) = {k1,k2,k3} .
The hypersoft expert set can be written as

(π, φW) =



(($1, φ1, 1), {k2,k4}) , (($1, φ2, 1), {k1,k2,k3,k4}) , (($1, φ3, 1), {k3}) ,
(($2, φ1, 1), {k2,k3}) , (($2, φ2, 1), {k4}) , (($2, φ3, 1), {k1,k4}) ,
(($3, φ1, 1), {k1}) , (($3, φ2, 1), {k1,k3}) , (($3, φ3, 1), {k2,k3,k4}) ,
(($1, φ1, 0), {k2}) , (($1, φ2, 0), {k1,k3,k4}) , (($1, φ3, 0), {k1,k2,k4}) ,
(($2, φ1, 0), {k1,k2,k4}) , (($2, φ2, 0), {k1,k2,k3,k4}) , (($2, φ3, 0), {k1,k2,k4}) ,
(($3, φ1, 0), {k3,k4}) , (($3, φ2, 0), {k1,k2}) , (($3, φ3, 0), {k1,k2,k3})


Following table represents the hypersoft expert set (π,S), TABLE 1, with ki ∈ S($i)
then ⊕̂ otherwise ⊗̂.

.... k1 k2 k3 k4

π1 ⊗̂ ⊕̂ ⊗ ⊕̂
π2 ⊕̂ ⊕̂ ⊕̂ ⊕̂
π3 ⊗ ⊗ ⊕̂ ⊗
π4 ⊗̂ ⊕̂ ⊕̂ ⊗̂
π5 ⊗̂ ⊗̂ ⊗̂ ⊕̂
π6 ⊕̂ ⊗̂ ⊗̂ ⊕̂
π7 ⊕̂ ⊗̂ ⊗̂ ⊗̂
π8 ⊕̂ ⊗̂ ⊕̂ ⊗̂
π9 ⊗̂ ⊕̂ ⊕̂ ⊕̂
π10 ⊗̂ ⊕̂ ⊗̂ ⊗̂
π11 ⊕̂ ⊗̂ ⊕̂ ⊕̂
π12 ⊕̂ ⊕̂ ⊗̂ ⊕̂
π13 ⊕̂ ⊕̂ ⊗̂ ⊗̂
π14 ⊕̂ ⊕̂ ⊕̂ ⊕̂
π15 ⊕̂ ⊕̂ ⊗̂ ⊕̂
π16 ⊗̂ ⊗̂ ⊕̂ ⊕̂
π17 ⊕̂ ⊕̂ ⊗̂ ⊗̂
π18 ⊕̂ ⊕̂ ⊕̂ ⊗̂

TABLE 1. (π,S) shows the tabular representation of HSES
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Definition 7. A hypersoft expert set (π,S) is named as a bijective hypersoft expert set if

(1)
⋃
$∈S

π($) = Z

(2) π($i) ∩ π($j) = ∅ for any two $i, $j ∈ S, $i 6= $j

The symbol ΥBHSES denotes the collection of all BHSESs over Z .

Example 3.2. Considering Example 3.1, we get BHSES

(π,S) =
{

($1, (k2,k4) , ($2,k3) , ($3, (k1)
}

and TABLE 2 shows the tabular form of bijective hypersoft expert set.

.... k1 k2 k3 k4

$1 ⊗̂ ⊕̂ ⊗̂ ⊕̂
$2 ⊗̂ ⊗̂ ⊕̂ ⊗̂
$3 ⊕̂ ⊗̂ ⊗̂ ⊗̂
$4 ⊕̂ ⊗̂ ⊗̂ ⊗̂
TABLE 2. The table form of BHSES (π,S)

Definition 8. The operation AND between two hypersoft expert sets (π1,S1) and (π2,S2),
shown as (π1,S1)

∧
(π2,S2), is a hypersoft expert set (π3,S3)) with S3 = S1×S2 and

for $ ∈ S3,
π3($) = π1($) ∩ π2($)

Theorem 3.3. Suppose (π1,H1) and (π2,H2) are BHSESs, then (π1,H1)
∧

(π2,H2) is a
BHSES.

Proof. Using definition 7 , we have
(π1,H1) ∧ (π2,H2) = (π3,H3), where H3 = H1 × H2 and π3(h1, h2) = π1(h1) ∩
π2(h2), ∀ (h1, h2) ∈ H3.
Consider ε ∈ H3 is a parameter of (π3,H3) then

π3(ε) = π1 (h1) ∩ π2 (h2)

∴ ∪
ε∈H2

π3(ε) = ∪
h1∈H1

∪
h2∈H2

π1 (h1) ∩ π2 (h2) = ∪
h1∈H1

π1 (h1) ∩
(
∪

h2∈H2

π2 (h2)

)
=

∪
h1∈H1

π1 (h1) ∩ Z = Z.

Suppose εi, εj ∈ H3, εi 6= εj , εi = α1 × β1, α1 ∈ H1, β1 ∈ H2, εj = α2 × β2, α2 ∈
H1, β2 ∈ H2. Then

π3(εi) ∩ π3(εj) = (π1(α1) ∩ π2(β1)) ∩ (π1(α2) ∩ π2(β2)) = ∅.

Hence (π3,H3) = (π1,H1)
∧

(π2,H2) is a bijective hypersoft expert set. �

Definition 9. A HSES (π,S) is named as a null HSES, shown as (π,S)Φ, if π($) = ∅, ∀
$ ∈ S.
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Definition 10. The operation union between two HSESs is a HSES (π3,S3) with S3 =
S1 ∪S2

π3($) =

 π1($)
π2($)

π1($) ∪ π2($)

$ ∈ (S1 \S2)
$ ∈ (S2 \S1)
$ ∈ (S1 ∩S2)

for $ ∈ S3.

Theorem 3.4. Suppose (π,H) is a BHSES. Then (π,H) ∪ (π,H)Φ is a BHSES.

Proof. Suppose (π,H)Φ = (πΦ,H1),
by using the definitions of 9 and 10, we get
(π2,H2) = (π,H) ∪ (πΦ,H1)

=

 π(ε)
πΦ(ε) = ∅

π(ε) ∪ πΦ(ε) = π(ε) ∪ ∅

; ε ∈ H− H1

; ε ∈ H1 − H = (π,H ∪ H1)
; ε ∈ π ∩ π1

where ε ∈ H2 and (π,H1) ⊂ (π,H ∪ H1) is a Null hypersoft set, implies
(π2,H2) = (π,H ∪ H1) is a bijective hypersoft expert set over Z.

�

Definition 11. Suppose Z1 ⊂ Z and (π,H) is a BHSES. The restricted AND operation is
written as (π,H)

∧
R Z1, and is described as

∪
$∈H
{π($) : π($) ⊆ Z1}.

Example 3.5. Suppose Z = {z1,z2,z3, ....,z6} and Z1 = {z1,z2,z3, }. If (π,H) ∈
ΥBHSES with

(π,H) =
{

($1, {z1,z2}) , ($2, {z3}) , ($3, {z5,z6})
}

then
(π,H)

∧
R

Z1 = {z1,z2} ∪ {z3} = {z1,z2,z3}

Definition 12. Suppose Z1 ⊂ Z and (π,H) are BHSES. The relaxed AND operation is
written as

∪
$∈H
{π($) : π($) ∩ Z1 6= ∅}.

and it is represented by (π,H)
∧
Rel Z1.

Example 3.6. Let Z = {z1,z2,z3, ....,z6} and Z1 = {z1,z2,z3}. Suppose (π,H) is
a BHSES with

(π,H) =
{

($1, {z1,z6}) , ($2, {z3,z5}) , ($3, {z2,z4}) ,
}

then

(π,H)
∧
Rel

Z1 = {z1,z6} ∪ {z3,z5} ∪ {z2,z4} = {z1,z2,z3,z4,z5,z6} = Z

Definition 13. Suppose (π,H) is a BHSES, a boundary region of BHSES w.r.t Z1 ⊂ Z,
written by (π,H)•, is presented as

(π,H)• =

(
(π,H)

∧
Rel

Z1

)
\

(
(π,H)

∧
R

Z1

)
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Example 3.7. Taking 3.6 for Z and Z1, we have

(π,H) =
{

($1, {z1,z6}) , ($2, {z3,z5}) , ($3, {z2,z4})
}

. Now

(π,H)
∧
Rel

Z1 = {z1,z6} ∪ {z3,z5} ∪ {z2,z4} = {z1,z2,z3,z4,z5z6}

and
(π,H)

∧
R

Z1 = {z1,z6} ∪ {z3,z5} = {z1,z3,z5,z6}

therefore
(π,H)• = {z2,z6}

Definition 14. Suppose (π1,H1) and (π2,H2) are two BHSES with H1 ∩ H2 = ∅, then
(π1,H1) is said to depend on (π2,H2) with degree χ ∈ [0, 1], shown by (π1,H1)⇒

χ
(π2,H2),

if

χ = k((π1,H1), (π2,H2)) =

∣∣∣∣ ∪$∈H2

{(π1,H1)
∧
R π2($)}

∣∣∣∣
|Z|

such that | · | = shows the cardinality of a set.
Note:

(i) If χ = 1 so (π1,H1) is full depended on (π2,H2).
(ii) If χ = 0 so (π1,H1) is not depended on (π2,H2).

Example 3.8. Taking 3.6 for Z, we have

(π1,H1) =

{
($1, {z1}) , ($2, {z3}) , ($3, {z6}) ,
($4, {z5}) , ($5, {z2}) , ($6, {z4})

}
and

(π2,H2) =
{

($7, {z1,z2}) , ($8, {z3,z4}) , ($9, {z5,z6})
}

Now
(π1,H1)

∧
R
π2($7) = {z1} ∪ {z2} = {z1,z2}

(π1,H1)
∧
R
π2($8) = {z3} ∪ {z4} = {z3,z4}

(π1,H1)
∧
R
π2($9) = {z5}

therefore
∪

$∈H2

{(π1,H1)
∧
R
π2($)} = {z1,z2,z3,z4,z5, }

with

χ =
5

6
= 0.833
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Definition 15. Suppose (π,H) and (L,S) are two BHSESs. This ((π,H), (L,S),Z) is
named as BHSES decision system over Z, shown by DBHE , if

(i) ∃ a property HSES (π,H) =
n⋃
i=1

(πi,Hi) ∀ (πi,Hi) ∈ ΥBHSES

with Hi ∩ Hj = ∅, i 6= j
(ii) ∃ a decision HSES (L,S) for which S ∩ Hi = ∅.

Example 3.9. Consider 3.6 for Z, we have

(π1,H1) =
{

($1, {z1}) , ($2, {z2}) , ($3, {z3})
}

(π2,H2) =
{

($4, {z1,z3}) , ($5, {z2,z5}) , ($6, {z4,z6})
}

(π3,H3) =
{

($7, {z1,z2,z4}) , ($8, {z3,z5,z6})
}

and
(L,S) =

{
($10, {z1,z3,z5}) , ($11, {z2,z4}) , ($12, {z6})

}
therefore

DBHE = (

3⋃
i=1

(πi,Hi), (X,S),Z)

Definition 16. The BHSE dependency between (π1,H1)
∧

(π2,H2)
∧
....
∧

(πm,Hm) and
(X,S) is called BHSE decision system dependency of DBHE and represented by

χ = k
(
m∧
i=1

(πi,Hi), (X,S)

)
.

Example 3.10. Considering the Z from Example 3.6, Let we have

(π1,H1) =
{

($1, {z1,z4,z6}) , ($2, {z2,z5})
}

(π2,H2) =
{

($3, {z1,z5,z6}) , ($4, {z4})
}

(π3,H3) =
{

($5, {z1,z2,z4}) , ($6, {z3,z5,z6})
}

(X,S) =
{

($7, {z1,z4,z5,z6}) , ($8, {z2,z3})
}

then
(π,H) = (π1,H1)

∧
(π2,H2)

∧
(π3,H3) =

(ε1 = ($1, $3, $5), {z1}) , (ε2 = ($1, $3, $6), {z6}) , (ε3 = ($1, $3, $7), {z1,z6})
(ε4 = ($1, $4, $5), {z4}) , (ε5 = ($1, $4, $6), ∅) , (ε6 = ($1, $4, $7), {z4})
(ε7 = ($2, $3, $5), ∅) , (ε8 = ($2, $3, $6), {z5}) , (ε9 = ($2, $3, $7), {z4})
(ε10 = ($2, $4, $5), ∅) , (ε11 = ($2, $4, $6), ∅) , (ε12 = ($2, $4, $7), ∅)
(ε13 = ($2, $4, $8), ∅) , (ε14 = ($1, $3, $8), ∅)
(ε15 = ($1, $4, $8), ∅) , (ε16 = ($2, $3, $8), ∅)


.

The tabular form of (π1,H1)
∧

(π2,H2)
∧

(π3,H3) is shown in TABLE 3.
Now(

3∧
i=1

(πi,Hi)
∧
R(X,S)

)
= {z1,z4,z5,z6}

therefore

χ = k
(

3∧
i=1

(πi,Hi), (X,S)

)
= 4

6 = 0.666
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.... z1 z2 z3 z4 z5 z6

π(ε1) ⊕ ⊗̂ ⊗̂ ⊗̂ ⊗̂ ⊗̂
π(ε2) ⊗̂ ⊗̂ ⊗̂ ⊗̂ ⊗̂ ⊕
π(ε3) ⊕ ⊗̂ ⊗̂ ⊗̂ ⊗̂ ⊕
π(ε4) ⊗̂ ⊗̂ ⊗̂ ⊕ ⊗̂ ⊗̂
π(ε5) ⊗̂ ⊗̂ ⊗̂ ⊗̂ ⊗̂ ⊗̂
π(ε6) ⊗̂ ⊗̂ ⊗̂ ⊕ ⊗̂ ⊗̂
π(ε7) ⊗̂ ⊗̂ ⊗̂ ⊗̂ ⊗̂ ⊗̂
π(ε8) ⊗̂ ⊗̂ ⊗̂ ⊗̂ ⊕ ⊗̂
π(ε9) ⊗̂ ⊗̂ ⊗̂ ⊕ ⊗̂ ⊗̂
π(ε10) ⊗̂ ⊗̂ ⊗̂ ⊗̂ ⊗̂ ⊗̂
π(ε11) ⊗̂ ⊗̂ ⊗̂ ⊗̂ ⊗̂ ⊗̂
π(ε12) ⊗̂ ⊗̂ ⊗̂ ⊗̂ ⊗̂ ⊗̂

TABLE 3. (π1,H1)
∧

(π2,H2)
∧

(π3,H3) in table form

Theorem 3.11. Suppose DBHE = ((π,H), (X,S),Z), where (π,H) =
n
∪
i=1

(πi,Hi) and

(πi,Hi) ∈ ΥBHSES . If χ = k
(

n∧
i=1

(πi,Hi), (X,S)

)
and χ1 = k

(
m∧
i=1

(πi,Hi), (X,S)

)
with m ≤ n then χ1 ≤ χ.

Proof. Suppose that (P,C) =
∧n
i=1(πi,Hi), (J,K) =

∧m
i=1(πi,Hi) then we have

χ = k

(
n∧
i=1

(πi,Hi), (X,S)

)
=

∣∣∣∣ ∪ε∈S(P,C)
∧
R X(ε)

∣∣∣∣
|Z|

=

∣∣∣∣ ∪ε∈S ∪λ∈C{P(λ) : P(λ) ⊆ X(ε)}
∣∣∣∣

|Z|

χ1 = k

(
m∧
i=1

(πi,Hi), (X,S)

)
=

∣∣∣∣ ∪ε∈S(J,K)
∧
R X(ε)

∣∣∣∣
|Z|

=

∣∣∣∣ ∪ε∈S ∪λ∈K{J(λ) : J(λ) ⊆ X(ε)}
∣∣∣∣

|Z|
.

From Definition 2.6,

P(ε1, φ2, .., φn) = π1(φ1)∩π2(φ2)∩··∩πm(φm)∩··∩πn(φn),∀(φ1, φ2, .., φn) ∈ H1×H2×···×Hn

J(φ1, φ2, .., φm) = π1(φ1)∩π2(φ2)∩··∩πm(φm), ∀(φ1, φ2, .., φm) ∈ H1×H2×···×Hm
n > m

P(φ1, φ2, .., φn) ⊇ J(φ1, φ2, .., φm)

and

∪
φ∈C

P(φ) = Z, ∪
φ∈K

J(φ) = Z.
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Therefore, ∣∣∣∣ ∪φ∈C{P(φ) : P(φ) ⊆ S(φ)}
∣∣∣∣ ≥ ∣∣∣∣ ∪φ∈K{J(φ) : J(φ) ⊆ S(φ)}

∣∣∣∣ .
k

(
m∧
i=1

(πi,Hi), (X,S)

)
≤ χ.

�

Definition 17. Suppose DBHE = ((π,H), (X,S),Z), where (π,H) =
n
∪
i=1

(πi,Hi) and

m
∪
i=1

(πi,Hi) ⊂ (π,H). If k
(

n∧
i=1

(πi,Hi), (X,S)

)
= k

(
m∧
i=1

(πi,Hi), (X,S)

)
= χ then

m
∪
i=1

(πi,Hi) is named as a reduct of DBHE .

Example 3.12. Using 3.6 for Z and 3.10 for sets , we see

(π1,H1) =
{

($1, {z1,z4,z6}) , ($2, {z2,z5})
}

(π2,H2) =
{

($3, {z1,z5,z6}) , ($4, {z4})
}

(π3,H3) =
{

($5, {z1,z2,z4}) , ($6, {z3,z5,z6})
}

(X,S) =
{

($7, {z1,z4,z5,z6}) , ($8, {z2,z3})
}

then

(π1,H1)
∧

(π2,H2) =

{
(φ1 = ($1, $3), {z1,z6}) , (φ2 = ($1, $4), {z4}) ,
(φ3 = ($2, $3), {z5}) (φ4 = ($2, $4), ∅)

}
.

Now(
2∧
i=1

(πi,Hi)
∧
R(X,S)

)
= {z1,z4,z5,z6}

therefore

χ = k
(

2∧
i=1

(πi,Hi), (X,S)

)
= 4

6 = 0.666 which is similar to k
(

3∧
i=1

(πi,Hi), (X,S)

)
measured in Example 3.10. So (π1,H1) ∪ (π2,H2) is a reduct of DBHE .

Definition 18. Suppose DBHE = (
n
∪
i=1

(πi,Hi), (X,S),Z). The significance of BHSES to

decision HSES, shown $((πj ,Hj),
n
∪
i=1

(πi,Hi), (X,G)), is presented as

$((πj ,Hj),
n
∪
i=1

(πi,Hi), (X,S)) = χ− k((P,C), (X,S)),

where (P,C) =
∧n
i=1(πi,Hi)(i 6= j).

Example 3.13. Taking 3.10, we have

χ = k
(

3∧
i=1

(πi,Hi), (X,S)

)
= 4

6 = 0.666 and

(π2,H2)
∧

(π3,H3) =

{
(φ1 = ($3, $5), {z1}) , (φ2 = ($3, $6), {z5,z6}) ,
(φ4 = ($4, $5), {z4}) , (φ5 = ($4, $6), {})

}
.
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Now(
3∧
i=2

(πi,Hi)
∧
R(X,S)

)
= {z1,z4,z5,z6}

therefore

k
(

3∧
i=2

(πi,Hi), (X,S)

)
= 4

6 = 0.666 hence

$((π1,H1),
∼3
∪
i=1

(πi,Hi), (X,S)) = χ− k

(
3∧
i=2

(πi,Hi), (X,S)

)
= 0.666− 0.666 = 0

Definition 19. A BHSES (P,C) is named as a core BHSES of DBHE when it ∈ reduct of
DBHE .

Definition 20. Suppose DBHE = ((π,H), (X,S),Z), where (π,H) =
n
∪
i=1

(πi,Hi) and
m
∪
i=1

(πi,Hi) ⊂ (π,H) is a reduct of DBHE . Let (P,C) =
∧m
i=1(πi,Hi). We say

if ei , then ej

(
|P(ei)|
|X(ej)|

)
a decision rule induced by

m
∪
i=1

(πi,Hi) where ei ∈ C, X(ej) ⊇ P(ei), ej ∈ S and |P(ei)|
|X(ej)|

presents the coverage proportion rule.

Example 3.14. Taking 3.12, we have

(π1,H1)
∧

(π2,H2) =

{
(φ1 = ($1, $3), {z1,z6}) , (φ2 = ($1, $4), {z4}) ,
(φ3 = ($2, $3), {z5}) (φ4 = ($2, $4), ∅)

}
.

Now
(i) If φ1 then $7(2/4)

(ii) If φ2 then $7(1/4)
(iii) If φ3 then $7(1/4)
(iv) If φ4 then $7(0/4)

4. AN APPLICATION OF BIJECTIVE HYPERSOFT EXPERT SET

This section presents an application of bijective hypersoft expert set to describe the
decision rules.

Example 4.1. Suppose that one of the immediate selling organizations wishes to assess
eight products from a producer and pick the most appropriate product for it to advertise.
Let there are eight products which form the universe of discourse Q = {o1, o2, ..., o8} with
expert set P = {p1, p2, p3}. Let E = {w1, w2, w3, w4, w5} be the set of parameters which
stand for
w1 = Price ={low = p̃1, high = p̃2}
w2 = Effectiveness = {more = p̃3, less = p̃4}
w3 = Date of expire = {ok = p̃5, notok = p̃6}
w4 = Utilization = {more = p̃7, less = p̃8}
w5 = Quality = {good = p̃9, better = p̃10}
and then
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p̃ = p̃1 × p̃2 × p̃3 × p̃4 × p̃5

p̃ =



(p̃1, p̃3, p̃5, p̃7, p̃9), (p̃1, p̃3, p̃5, p̃7, p̃10), (p̃1, p̃3, p̃5, p̃8, p̃9), (p̃1, p̃3, p̃5, p̃8, p̃10), (p̃1, p̃3, p̃6, p̃7, p̃9),
(p̃1, p̃3, p̃6, p̃7, p̃10), (p̃1, p̃3, p̃6, p̃8, p̃9), (p̃1, p̃3, p̃6, p̃8, p̃10), (p̃1, p̃4, p̃5, p̃7, p̃9), (p̃1, p̃4, p̃5, p̃7, p̃10),
(p̃1, p̃4, p̃5, p̃8, p̃9), (p̃1, p̃4, p̃5, p̃8, p̃10), (p̃1, p̃4, p̃6, p̃7, p̃9), (p̃1, p̃4, p̃6, p̃7, p̃10), (p̃1, p̃4, p̃6, p̃8, p̃9),
(p̃1, p̃4, p̃6, p̃8, p̃10), (p̃2, p̃3, p̃5, p̃7, p̃9), (p̃2, p̃3, p̃5, p̃7, p̃10), (p̃2, p̃3, p̃5, p̃8, p̃9), (p̃2, p̃3, p̃5, p̃8, p̃10),
(p̃2, p̃3, p̃6, p̃7, p̃9), (p̃2, p̃3, p̃6, p̃7, p̃10), (p̃2, p̃3, p̃6, p̃8, p̃9), (p̃2, p̃3, p̃6, p̃8, p̃10), (p̃2, p̃4, p̃5, p̃7, p̃9),
(p̃2, p̃4, p̃5, p̃7, p̃10), (p̃2, p̃4, p̃5, p̃8, p̃9), (p̃2, p̃4, p̃5, p̃8, p̃10), (p̃2, p̃4, p̃6, p̃7, p̃9), (p̃2, p̃4, p̃6, p̃7, p̃10),
(p̃2, p̃4, p̃6, p̃8, p̃9), (p̃2, p̃4, p̃6, p̃8, p̃10)


and now take K ⊆ L as
K = {$1 = (p̃1, p̃3, p̃5, p̃7, p̃9), $2 = (p̃1, p̃3, p̃6, p̃7, p̃10), $3 = (p̃1, p̃4, p̃6, p̃8, p̃9), $4 =
(p̃2, p̃3, p̃6, p̃8, p̃9), $5 = (p̃2, p̃4, p̃6, p̃7, p̃10)}
and

(ξ,K) =



(($1, P1, 1), {o1, o2, o3}), (($1, P2, 1), {o1, o4, o5, o8}) ,
(($1, P3, 1), {o1, o3, o4, o5, o6, o7, o8}) , (($2, P1, 1), {o1, o3, o5, o8}) ,
(($2, P2, 1), {o1, o3, o4, o5, o6, o8}) , (($2, P3, 1), {o1, o2, o4, o5, o6, o8}) ,
(($3, P1, 1), {o1, o4, o5, o7}) , (($3, P2, 1), {o1, o2, o5, o8}) ,
(($3, P3, 1), {o1, o3, o5, o8}) , (($4, P1, 1), {o1, o7, o8}) ,
(($4, P2, 1), {o1, o4, o5, o8}) , (($4, P3, 1), {o1, o6, o7, o8}) ,
(($5, P1, 1), {o1, o3, o4, o5, o7, o8}) , (($5, P2, 1), {o1, o4, o5, o6, o8}) ,
(($5, P3, 1), {o1, o3, o4, o5, o6, o7, o8}) , (($1, P1, 0), {o1, o6, o7, o8}) ,
(($1, P2, 0), {o2, o3, o6, o7, o8}) , (($1, P3, 0), {o1, o5}) ,
(($2, P1, 0), {o1, o2, o4, o5, o6}) , (($2, P2, 0)o1, o7} ,
(($2, P3, 0), {o1, o3, o4, o5, o6, o7}) , (($3, P1, 0), {o1, o2, o6, o8}) ,
(($3, P2, 0), {o3, o4, o6, o7}) , (($3, P3, 0), {o1, o3, o4, o5, o7}) ,
(($4, P1, 0), {o1, o2, o3, o4, o5, o7}) , (($4, P2, 0), {o2, o3, o6, o7}) ,
(($4, P3, 0), {o1, o3, o4, o5}) , (($5, P1, 0), {o1, o6}) ,
(($5, P2, 0), {o1, o2, o6, o7}) , (($5, P3, 0), {o1, o4, o6}) ,


is a hypersoft expert set.
Here an algorithm of bijective hypersoft expert sets is presented for the establishment of
decision rules.
————————————————————————————————————
Proposed Algorithm for Optimal Selection of Surgical Mask
————————————————————————————————————
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Step 1
Construction of decision-

support system based on BHSES

Step 2 Calculation of BHSES dependency

Step 3
Determination of BH-

SES w.r.t. decision system

Step 4
Determination of Reduct BH-

SES w.r.t. decision system

Step 5 Determination of decision rules

————————————————————————————————————
Step 1
suppose there are the following bijective hypersoft expert sets

(M1,N1) =
{

($1, {o1, o2, }) , ($2, {o1, o3, o8})
}

(M2,N2) =
{

($3, {o1, o5, o7}) , ($4, {o4, o5, o8})
}

(M3,N3) =
{

($5, {o1, o2, o7}) , ($6, {o3, o6}) , ($7, {o6, o7})
}

(X,Θ) =
{

($8, {o1, o4, o5, o6}) , ($9, {o2, o3, o7, o8})
}

which form DBHE = (
3
∪
i=1

(Mi,Ni), (X,Θ),Z) and Ni,Θ ⊆ L.

Step 2
Since

(M1,N1)
∧

(M2,N2) =

{
(z1 = ($1, $3), {o1}) , (z2 = ($1, $4), {o8}) ,
(z3 = ($2, $3), {o1}) , (z4 = ($2, $4), {o8})

}
and

(M2,N2)
∧

(M3,N3) =

{
(z5 = ($3, $5), {o1, o7}) , (z6 = ($3, $6), ∅) , (z7 = ($3, $7), {o7})
(z8 = ($4, $5), ∅) , (z9 = ($4, $6), ∅) , (z10 = ($4, $7), ∅)

}
and

(M1,N1)
∧

(M3,N3) =

{
(z11 = ($1, $5), {o1, o2}) , (z12 = ($1, $6), ∅) , (z13 = ($1, $7), ∅)
(z14 = ($2, $5), {o1}) , (z15 = ($2, $6), {o3}) , (z16 = ($2, $7), {o4})

}
Now
χ1 = k ((M1,N1), (X,Θ)) = 4

8 = 0.5

χ2 = k ((M2,N2), (X,Θ)) = 5
8 = 0.625
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χ3 = k ((M3,N3), (X,Θ)) = 5
8 = 0.625

χ4 = k ((M1,N1)
∧

(M2,N2), (X,Θ)) = 2
8 = 0.5

χ5 = k ((M2,N2)
∧

(M3,N3), (X,Θ)) = 3
8 = 0.375

χ6 = k ((M1,N1)
∧

(M3,N3), (X,Θ)) = 4
8 = 0.5

Step 3
(M1,N1)

∧
(M2,N2)

∧
(M3,N3) =

(z1 = ($1, $3, $5), {o1}) , (z2 = ($1, $3, $6), ∅) , (z3 = ($1, $3, $7), ∅)
(z4 = ($1, $4, $5), ∅) , (z5 = ($1, $4, $6), ∅) , (z6 = ($1, $4, $7), ∅)
(z7 = ($2, $3, $5), {o1}) , (z8 = ($2, $3, $6), ∅) , (z9 = ($2, $3, $7), {o3})
(z10 = ($2, $4, $5), ∅) , (z11 = ($2, $4, $6), ∅) , (z12 = ($2, $4, $7), ∅)

 .

therefore

χ = k
(

3∧
i=1

(Mi,Ni), (X,Θ)

)
= 2

8 = 0.5

Step 4
As

k
(

(M1,N1)
∧

(M2,N2), (X,Θ)
)

= 0.5 = k

(
3∧
i=1

(Mi,Ni), (X,Θ)

)
therefore (M1,N1) ∪ (M2,N2) is a reduct of DBHE .
Step 5
Since (M1,N1) ∪ (M2,N2) is a reduct of DBHE so, decision rules w.r.t. DBHE

(i) If z1 then $8(1/4)
(ii) If z2 then $9(1/4)

(iii) If z3 then $8(1/4)
(iv) If z4 then $9(1/4)

Here $8 and $9 have same values, so both are valuable for further evaluation.

4.2. Comparative study. In this subsection, we compare our proposed structure with the
existing studies.

5. CONCLUSION

The paper is summarized as under
(1) Axiomatic properties, set-theoretic operations and laws of bijective hypersoft ex-

pert set are conceptualized with the support of numerical illustrative examples.
(2) A novel decision-support system is constructed with the help of some special type

of aggregation operations like relaxed and restricted AND, dependency etc.
(3) A decision-making based daily-life problem is discussed with the help of an algo-

rithm based on aggregation of bijective hypersoft expert set.
(4) The advantageous aspects of proposed study are judged through comparison with

existing relevant models.
Following models may be developed by extending this study:

• Bijective fuzzy hypersoft expert set
• Bijective intuitionistic fuzzy hypersoft expert set
• Bijective Pythagorean fuzzy hypersoft expert set
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TABLE 4. Comparison of proposed study with existing relevant models

Authors Structures Remarks
H. Kamacı et
al. [20]

Bijective soft
matrix theory • Single set of attributes is employed to develop decision

system via bijection on matrix theory
• Multi-bijective linguistic soft decision system is estab-

lished

Gong et al.
[12]

Bijective soft
set • Single set of attributes is employed to develop decision

system

Rahman et al.
[46]

Bijective hy-
persoft set • Attributes are further classified into disjoint attribute-

valued sets
• Decision system is developed via employment of multi-

argument approximate functions.

Proposed
structure

Bijective hy-
persoft expert
set

• Attributes are further classified into disjoint attribute-
valued sets

• Decision system is developed via employment of multi-
argument approximate functions

• Multi Decisive opinion is being used to get the required
result.

• Bijective picture fuzzy hypersoft expert set
• Bijective neutrosophic hypersoft expert set and many other hybridized structures

with their applications in decision-making, optimization and other fields of pure
and applied mathematics.
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