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Abstract.: Hypersoft set (an extension of soft set) is a new mathemati-
cal tool to tackle the inadequacy of soft set for attribute-valued sets. In
this study, concept of bijective hypersoft set is proposed and some of its
set theoretic operations like restricted-AND and relaxed-AND, are char-
acterized. Moreover, new operations of bijective hypersoft set such as de-
pendency, decision system, significance of decision system, reduced de-
cision system and decision rules in decision system, are discussed with
illustrated examples. A decision making algorithm and application are
discussed with the support of these proposed operations.
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1. INTRODUCTION

In 1999, Molodtsov [19] developed a new structure known as soft set in literature to
address the shortcoming of the existing structures (i.e. fuzzy set, intuitionistic fuzzy etc.)
dealing with uncertain and vague data of information. He provided a strong basis for para-
meterized interpretation of hesitant information through the introduction of this structure.
Later on, Maji et al. [17] investigated different elementary essentials i.e. properties, set
theoretic operations, laws and results of soft set for its further implementation in certain
disciplines. In 2005, Pei et al. [22] illustrated the relational concept between soft sets and
information systems. They confirmed the validity of the soft set as a parameterized family
of special information system. The researchers Ali et al. [2], Babitha et al. [3, 4], Sezgin et
al. [39], Ge et al. [6] and Li [16] studied soft set professionally and extended the concept
with the introduction of certain new features i.e. restrictedness on operations, set relation
and function. Saeed et al. [29] explored the concept of soft elements and soft members un-
der soft set environment. Kamaci etal. [9, 10, 11, 12] developed bijective soft matrix theory
with multi-bijective linguistic soft decision, investigated difference operations of soft ma-
trices with applications in decision making system, introdusesdoft algebraic structures,
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and discussed bipolay-soft set theory with applications respectively. Petchimuthu et al.
[23] made valuable discussion on the row-products of inverse soft matrices with application
in multicriteria decision making. Many researchers [14, 5, 15, 21, 1, 43] expanded soft set
theory with the development of soft-like hybrids to have useful results as well as utilization

in decision making problems. Gong et al. [7] introduced the concept of bijective soft set
and investigated its some properties.

In 2018, Smarandache [40] developed a new structure hypersoft set (HSS) to adequate the
soft set for multi attribute-valued functions. In 2020, Saeed et al. [30, 31] characterized
the necessary basic axioms, properties, laws and set theoretic operations of HSS with the
help of appropriate examples. In 2020, Rahman et al. [24, 25] enhanced the study of HSS
to develop fuzzy-like structures with complex sets and also studied certain properties of
convexity under HSS-environment. In 2021, Rahman et al. [26, 27, 28] studied decision
making applications based on neutrosophic parameterized hypersoft Set, fuzzy parameter-
ized hypersoft set and rough hypersoft set. Saeed et al. [32, 33, 34, 35] discussed decision
making techniques for mappings on hypersoft classes, neutrosophic hypersoft mapping and
complex multi-fuzzy hypersoft set. They also developed hypersoft graphs with some prop-
erties. Ihsan et al. [8] investigated hypersoft expert set with application in decision making
for the best selection of product. Yolcu et al. [41, 42] conceptualized the theories of fuzzy
and intuitionistic fuzzy hypersoft sets with their employment in decision making. Ozturk

et al. [20] introduced neutrosophic hypersoft topological spaces and discussed their impor-
tant properties. Saglain et al. [36, 37, 38] developed single and multi-valued neutrosophic
hypersoft sets along with calculation of tangent similarity measure of single valued neutro-
sophic hypersoft sets, characterized aggregate operators of neutrosophic hypersoft set and
employed TOPSIS method for neutrosophic hypersoft sets using accuracy function with
application. Martin et al. [18] investigated concentric plithogenic hypergraph based on
plithogenic hypersoft sets. Kamaci [13] made very valuable research on the hybrid struc-
tures of hypersoft sets and rough sets.

In many real life situations, distinct attributes are further partitioned into disjoint attribute-
valued sets. Decision makers may suffer some kind of inclination and penchant while
ignoring such partitioning of attributes during the judgment. The existing soft set theory

is not projected for such sets. Therefore a new structure demands its place in literature for
addressing such impediment, so hypersoft set theory is conceptualized to tackle such situ-
ations. This novel structure has increased the flexibility and reliability of decision making
process. It not only addresses the inadequacy of existing soft-like structures for multi-
argument approximate functions but also helps the decision makers to decide the matters
with deep observation. In this study, a new type of hypersoft set, bijective hypersoft set
(BHSYS), is characterized which assigns the disjoint approximate sets to each tuple in the
cartesian product of attribute-valued sets. Moreover, certain elementary properties are in-
vestigated with supporting examples. A decision system is developed based on set theoretic
operations of BHSS and is applied in decision making with illustrated example.

The rest of the paper is organized as:

In section 2, some fundamental definitions and terms are recalled from already published
relevant literature, section 3 formulates the theory of bijective hypersoft set and its deci-
sion system, section 4 proposes a decision-making algorithm with application for the best
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selection of an appropriate product and finally, section 5 concludes the paper with future
directions.

2. PRELIMINARIES

In this section, we present some basic terminologies for proper understanding of the
proposed work. Throughout the papgrlenotes the universe of discourse.

Definition 1. [19]
A pair (Cs, A) is called esoft setoveril, where(s : A — P(4) andA be a set of attributes
of L.

Definition 2. [17]

A soft set((s, , A1) is asoft subsebf another soft sef(s,, As) if
(i) A1 € A, and
(i) (s, (w) C (s, (w) forallw € A;.

Definition 3. [17]

Union of two soft set§(s,, A1) and({s,, A2) is a soft se((s,, As) with Az = A; U Ay
and forw € As,

G (w) w € (A1 \ Ag)
(s (w) = (s, (w) w € (Az\ Ay)
CSl (w) @] CSQ (w) w e (Al n AQ)

Definition 4. [17]
Intersection of two soft set&s,, A1) and ((s,, A2) is a soft set((s,, As) with Az =
A1 N Ay and forw € As,

CS?, (w) = CSI (w) N CSZ (w)
Definition 5. [17]
AND operation of two soft set€s,, A1) and((s,, Az2), denoted by((s,, A1) A (Cs,, A2),
is a soft se{(s,, Ag) with A3 = A; x Ag and forw € As,

Css(w) = (s (w) N s, (w)
For more details on soft set, see [19, 17, 22, 2, 3, 4, 39, 6, 16]
Definition 6. [7]
A soft set(¢s, A) is said to be a bijective soft set, if

(1) Ueeals(e) =U
(ilFor any two parameters,e; € A, €; # €;, Cs(€;) N{s(ej) =0

3. BIUECTIVEHYPERSOFTSET (BHS-SET)

In this section, we start with definition of hypersoft set with example then we character-
ize the theory of bijective hypersoft set.

Definition 7. [40]

The pair(F, G) is called ehypersoft sebversl, whereg is the cartesian product of n disjoint
attribute-valued sets,, G, Gs, ...., G,, corresponding to n distinct attributes gs, g3, ..., gn
respectively ang : G — P(4). The collection of all hypersoft sets is denoted(by ).
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Example 3.1. Suppose that Mr. Smith wants to buy a mobile from a mobile market. There
are sixteen kinds of mobiles (options) which form the set of discourse

u:{m17m25m37m47m57 """ 7m16}

. The best selection may be evaluated by observing the attributgs FeCamera Resolu-
tion, go = storage, angs = Battery power. The attribute-valued sets corresponding to these
attributes are:

G1 = {911,912}

G2 = {921,922}

Gs = {931,932}

thenG = G; x Gy x G3

G = {01,902, 03,04, ....., 03} Where each,,i = 1,2, ..., 8, is a 3-tuple element.

The hypersoft set§, G) is given as

(01, {m1,ma, mg, m14,m16}) , (62, {Mm1, M2, m3, m19,m12}),
(03, {ma, m3, myg, mg, m13,M14}) , (04, {ma, ms, Mg, M10, M15,M16}) ,
(8.9) = ¢ (95, {me, mz, mg, m1g, m12}) , (66, {ma2, m3, ma, mz, mg}),
(577{m1,m3,m5,m6,ms,mw,mw,mu,mlﬁ}),
(5&{7”27m37m67m7»m97m117m137m15})
and tabular representation ¢§,G) is given in TABLE 1 where ifm; € §(J;) then 1
otherwise 0.

§(01) |8(d2) [F(d3) |F(da) [F(d5) |F(d6) |F(d7) | F(ds)
my 1 1 0 0 0 0 1 0
Mo 1 1 1 0 0 1 0 1
ms 0 1 1 0 0 1 1 1
my 0 0 1 1 0 1 0 0
ms 0 0 0 1 0 0 1 0
me 0 0 0 1 1 0 1 1
mry 0 0 0 0 1 1 0 1
ms 0 0 0 0 1 0 1 0
mg 1 0 1 0 0 1 0 1
mio 0 1 0 1 1 0 1 0
miq 0 0 0 0 0 0 0 1
mia 0 1 0 0 1 0 1 0
mis 0 0 1 0 0 0 0 1
mas 0 0 0 1 0 0 0 1
mie 1 0 0 1 0 0 1 0

TABLE 1. The table form of hypersoft s¢§, G)

Definition 8. A hypersoft setF, G) is said to be bijective hypersoft set if
M U30)=yu
seg
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(ll) For any t\NOéi,éj c g, (52 7é 5]'7 3'(51) n S((%) = @
Alternatively, a mapping : G — P(4) can be transformed to a bijective functi@n:
G — Py, whereP; C P(4) having disjoint setg(e;) as elements. The collection of all
bijective hypersoft sets ovéfis denoted b5 ss.

Example 3.2. Consider Example 3.1, we have bijective hypersoft set

_ (6 7{m ) TN })a(6 ’{m , M })7(6 7{m , M })’(5 7{m5’m 5})7
R R S e A il o

and its tabular representation is given in TABLE 2.

8(01) | 8(d2) | 8(ds) | (da)
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0 0 0
TABLE 2. The table form of bijective hypersoft s, G)

Definition 9. AND operation of two hypersoft sets:, 1) and (§2,G2), denoted by
(F1,G1) \(F2,G2), is a hypersoft sefFs, G3)) with G3 = G1 x G, and ford € Gs,

F3(0) = F1(0) NF2(9)
Theorem 3.3. If (F1, H1), (F2, H2) € Qpmss then(F1, Hi) A (F2, Hz2) € Qpuss
Proof. According to Definition 9, we have

(F1, Ha) A (82, H2) = (83, H3), whereHz = Hy x Ho and§z(hi, he) = Fi(h1) N
Fa(ha), V (h1,ha) € Hs. Considers € Hj is a parameter ofFs, H3) then

§3(e) = F1 (k1) N2 (he)
U= U U &i(h)NS20h2)= U & (’Mﬂ( U 52(h2)> =

ecHa2 h1€H1 ha€H2 hi1€Hy ha€Ho

U S1(h)NU =4 Letej,e; € Ha,ei #€j,6i = a1 X fr,a1 € Hy, 1 € Ha, g5 =
h1€H1
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ag X 33,00 € Hy, B2 € Ha. Then

Falei) [)8s(e5) = Brlan) () F2(80) [ Brla2) () F2(B2)) = 0.
Hence(Fs, Hs) = (31, H1) A\ (T2, Ho) is a bijective hypersoft set. O

Definition 10. A hypersoft set(F, G) is called anull hypersoft setdenoted by(§F, G) o, if
§(5) =0, forallé € G.

Definition 11. Union of two hypersoft sei{s1, 1) and(F2, G2) , denoted by(F1,G1) U
(2, G2), is a hypersoft setFs, G3) with G = G; U G, and ford € Gs,

§1(0) e (Gi1\G2)
$3(0) = T2(9) de(G2\G1)

§1(6) UF2(9) 0 € (G1NGy)
Theorem 3.4.If (§,H) € Qpuss then(F, H) U (F,H)s € Qpuss-

Proof. Let (§F, H)s = (§o, H1), then from Definition 10 and Definition 11, we have
(T2, Ha) = (8, H) U (S, H1)

S(e) e € H—"H,
= Tole) =10 se€Hy—H=(F,HUH)
F(e) UBa(e) =F(e) UD ;eeFNF

wheree € Hy and(F, H1) C (§F, H U H;) is a Null hypersoft set, implies
(2, H2) = (§, H U H,) is a bijective hypersoft set oveér.
]

Definition 12. Leti; C stand(F, H) € Qpuss. The operation ofF, H) restricted AND
iy, denoted by(F, H) A L, is defined as

U {3(6) : §(6) C th}-

SeH
Example 3.5. LetU = {ul,UQ7U3,....,u8} andy, = {Ul,UQ,Ug,U4}. If (S,H) S
QOprss With

(57 H) = { (617 {uly UQ}) ) (627 {U3, U4}) B (637 {U5, UG}) ) (547 {U?,Ug}) }
then
(3 H) A\ th = {ur,us} U{us, us} = {ur,ua,us,us}
R

Definition 13. Leti; C Y and(F,H) € Qpuss. The operation ofF, H) relaxed AND
iy, denoted by(F, H) Ar., th, is defined as

U 5(6) : 5(0) Nt #0}.
oeH

Example 3.6. Let &l = {uy,us,ug,....,us} andily = {uy,us,uz,us}. If (F,H) €
QBHSS with

(&7 H) = { (617{11'1’“8}) ) (52,{U3,U7}) ; (637{1‘2’“6}) ) (54, {U4,u5}) }
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then
(S H) /\ Ui = {ur, us}U{us, ur pU{us, ue tU{ua, us}t = {ur, ug, us, ua, us, ug, ur, us} = U
Rel

Definition 14. If (§,H) € Qpuss then its boundary region with respectfia C 4,
denoted by(§, H)., is defined as

(3. 1) = ((3, ") /\m) \ ((m) /\m)
R

Rel
Example 3.7. Considenl andil, as in Example 3.6, we have

(gvH) = { (51’ {ul}) ) (62’ {u37u4}) ) (53’ {u27u6}) ) (64v {U7,U5}) }

. Now
(3? H) /\ ul = {ul} U {U’37u4} ) {U’27u6} = {u17u27u3a Uy, UG}
Rel
and
3 H) N\t = {ua} U{us,ua} = {ur, ug,ua}
R
therefore

(Sv H)O = {u27 u6}

Definition 15. If (1, H1), (F2, Ha) € Qpuss with H1 NHy = 0 then(F1, Hy) is said
to depend oriF2, H2) to a degree: € [0, 1], denoted by(F1, H1) = (T2, Ha), if

K

U {(Sl,Hl)/\n%’z(f;)}‘

dEH2

R = F((317H1)7 (SQ?HQ)) =
where| - | = cardinality of a set.
Note:
() If kK =1then(F1,H;) is full depended ofiF2, H).
(i) If k =0then(F,H,) is not depended ofF2, Hz).
Example 3.8. Considei! as in Example 3.6, we have

_ (§1>{u1}>v(527{’”3})7(537{u6})7(547{u7})7
(1, %) { (65, {u5)) , (6, {us}) (67, {us}) . (3. {ua}) }

|44

and
(82, Ha) = { (8o, {u1,u2}), (510, {uz, ua}), (011, {us}), (012, {ur, us}) }

Now

(81, H1) /\32(59) = {ur} U{uz} = {u1,uz}
R

(1, H1) A\ B2(010) = {us} U {ua} = {us, ua}
R
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(1, H1) /\32(511) = {us}

R

(&1, H1) /\52(512) = {ur} U{usg} = {ur, us}

R
therefore
U {81, H1) /\32(5)} = {w1, u2, uz, ua, us, ur, us}
SEH: R
with :
K= 3= 0.875

Definition 16. Let (§,H), (£,9) € Qpuss. The triple((F, H), (£,G), ) is said to form
a bijective hypersoft decision system oggrdenoted byD g, if

(i) there exists a condition hypersoft s, H) = U (8, H;) for all (§;,H;) €
=1
QpHss
with H, N H; =0, i#j
(i) there exists a decision hypersoft &t G) for whichG NH; = (.

Example 3.9. Conside!l as in Example 3.6, we have

(Sl?Hl) = { (611 {ul}) ) (527{u2}) ) (53,{’LL3}) }
(82, Ha) = { (0a, {u1,u2}), (ds, {us, ua}), (d6, {us, us}) }

(83, Hs) = { (07, {us,uz,us}), (s, {ua, us, us}) , (do, {ur, us}) }
and
(£,6) = { (010, {u1,us,us}), (611, {uz, us, us}), (612, {ue, ur}) }

therefore
3

Dpr = (@i M), (£.6),40)

i=1

Definition 17. The bijective hypersoft dependency betwégn H1) A (F2, Ha) A - A(Fn, Hn)
and (£, G) is called bijective hypersoft decision system dependendysf and defined

byr =T (i/f\l(si,m), (s,g)) .
Example 3.10. Considering thel from Example 3.6, Let we have
(1, H1) = { (01, {ur,ua,u6}) , (02, {uz, us, ur}) }
(82, H2) = { (03, {ur, us,u6}) s (0a, {us, ur, ug}) }
(33, Hs) = { (05, {wr,ua,ua}), (8, {us, us,us}) , (67, {ur,us}) }
(£,G) = { (98, {ur,us,us,u6}) , (89, {uz, uz, uz,us}) }
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then
(3, H) = (81, H1) A(2, H2) A(Fs, H3z) =

(e1 = (01,03,05), {u1}) , (e2 = (01,03, d6), {u
(54 = (615 647 65)7 {’1,64}) ) (55 = (61a 54766)7 Q)) 5 (56 = ((51754, 67)7 q))
(67 = (625 637 55)76) 5 (58 = (627 533 56)a {U,5}) 5 (69 = (6275?” 67)7 ®)
(€10 = (02,04,05),0) , (e11 = (2,04, 6),0) , (€12 = (2, 04, 67), {ur})
The tabular representation @, 1) A(F2, H2) A(Fs, Hs) is depicted in TABLE 3.
Now
3
(A @) Ar(£.0)) = {ur, s 5., vr)
thz_refore3

k=T (i/z\l(si,m), (2,g)> =2=10.625

6}), (€3 = (d1,93,07),0)

i
%)
w
=
ot
(=]
3
o0

O|OOO0O0 00000 o
O|OO0OO0O00o0oooo|s

O|OO|O0O|O0OO0O|0O0Oo0 ook e

OO0 O0O|0O0|0O00ooo|o|s

O|O|O|O0O|O0OO0O|0oOkroo|o|s

OO0 O|0O0oo|o|o|s

OO0 0O|0O0O|0o0ooo|o|s

e A e e P
(L)
(=2}

0
TABLE 3. The table form of §1, H;

1
2) A(83, Hs)

U
0
1
0
0
0
0
0
0
0
0
0
0

H

~—

A(S2,

Theorem 3.11.LetDpy = ((§, H), (£,G),U), where(§, H) = Ql(&,?—ti) and(g;, H;) €

n m

QBHSS- If Kk = Y (/\ (SzaHz)» (£7g)> andm =7 </\ (&,HZL (£,Q)> with m <n
i=1 i=1

thenk; < k.
Proof. Suppose thaB3,C) = Ai_, (8, Hi), (3. K) = NI, (3:, H;) then we have

U B.ONALE)| | U u{ma):m(a)gms)}]

K= (F:, Ha), (£, g)) _ les9 _ |s€Gaec

LORAE)| | Y U3 € £)

K1 =7 < (i Hi), (2,9)) = 4] - ||

?

1>z
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From Definition 2.6,

PBler, ez, en) = F1(e1)NFa(e2) N NFim (Em)NNFn(en), V(e1, €2, ., n) € HiXHa XX Hy,
J(e1,€2, . 6m) = F1(e1)NF2(e2) N NFm(em), Y(€1,€2, . 6m) € Hi X Ha X -+ X Hyp,

n>m

and

Therefore,

U {3(e) : 3(e) € G(e)}|-

eek

¥ (/\(&,Hi)7(£79)> < K.

i=1

U {P(e) : Ble) g<e>}| >

eeC

O

Definition 18. LetDpy = (3, H), (£,G), ), where(F, H) = Ql(&-,Hi) andgl(&,m) C

310 10 (A G, (2.0)) = (A @70, (2.6)) = xthen [ 5.7 s
called a reduct b . .

Example 3.12. Considering thel from Example 3.6 and sets from Example 3.10, let we
have

(§1,H1) = { (01, {ur, ua, u6}) , (62, {uz, us, uz}) }
(B2, Ha) = { (03, {u1,us,us}) , (01, {ua, uz,ug}) }
(83, Hz) = { (05, {u1,u2,us}), (6, {us, us,ue}) , (67, {ur, us}) }
(£,9) = { (08, {u1, ug, us,ug}), (09, {us, us, ur, usg}) }

then
_J (e1=1(01,03),{u1,ue}), (e2 = (d1,04), {ua}),
(Sl,Hl) /\(8277{2) - { (53 _ (62,(53)7{11,5}) (54 — (62764),{37}))4 } .
No;/v
(A0 Ar(£.0)) = {5, ur)
thaefore
2 3

k=T (/\ (Fi, Ha), (z,g)) = 2 = 0.625 which is same as df </\ (Fi, Ha), (£,g)>

i=1 =1

calculated in Example 3.10. Hen§:, H1) U (F2, H2) is a reduct oﬁ)BH.
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Definition 19. LetDgy = (Ql(&-, H;), (£,G),4). The significance of BHSS to decision
hypersoft set, denotefd((F;, H,), _Ql(&-, H,),(£,G)), is defined as

A1), O (81, H:). (£.9)) = 5 = T((B.C). (£.9)).

where(,C) = A, (i Hi) (i # 4)-
Example 3.13. Since from Example 3.10, we have
3
k=T (/\ (T, Hs), (s,g)) =2 =0.625and
=1

_ (51 = (5 75 )’{ul})v(52 = (5 36 )7{“ , W })7(5 = (5 a5 )7{})
(82, M2) A\ (@, ) = { (s = (31,000, {us}) (2 = (31,001, 1}) (5 = (85,07), {us, us]) } '

Nogv
( /\ ('Sw HZ) /\R(’S’ g)) = {ula Uyg, U5, Us, U7, US}
=2
thereéfore
r (/\ (Ti» Ha), (2,9)) =% =0.75 hence
1=2

~3 3

A((F1, H1), _Ul(&‘,Hz‘), (£,6)) =x-T (/\(&-,Hi), (£,g)> = 0.625—0.75 = —0.125
= =2

Definition 20. A BHSS (3, C) is said to be a core BHSS @fz; if it belongs to every

reduct ofDgg.

Definition 21. LetDgy = ((§, H), (£, G), L), where(§, H) = _Ql(&-,Hi) and_@l(si,Hi) C
(8, 1) is areduct oDpy. Let (B,C) = A", (&, H,). We say

1B (ei)]
Iﬂ(ej)l>

a decision rule induced b@l(&,m) wheree; € C, £(e;) 2 P(e;), e; € G and ‘I?((;g\l
denotes the coverage proportion of rule.

if e; then ¢ (

Example 3.14. Since from Example 3.12, we have
(1, H1) U (T2, Hz) is areduct oDy and

_ (5 :(5175‘)7{’“7“})7(5 :(5175)7{’“ })7
1.740) AGorta) = { (22 {0 futy ) (G o du fuad)

Now
(i) If g1 thendg
(i) If &9 thendg
(i) If e3 thendg
(iv) If 4 thendg

2/4)
1/4)
1/4)
1/4)

A~ N S



522 A.U.Rahman, M.Saeed and A.Hafeez

4. AN APPLICATION OF BIJECTIVEHYPERSOFT SET

In this section, we present an application of bijective hypersoft set to establish decision
rules which further help to have right decision regarding best selection of certain mate-
rial/product. Suppose we have 16 kinds of laptops that form the universe of discourse
U={l,l,...... ,l16}. The most feasible laptop is expected to be selected by considering
the attributesi; = Size,a>, = Colour,a; = Processorg, = RAM andas; = Price. The
attribute-valued sets corresponding to these attributes are:

A = {small = a1, medium = ag,large = az}
B = {Silver = 1, Black = 35}
C={2.60GHz =}

D ={4.0GB =61,5.0GB = 62}

& = {normal = e,}.

Now we construct hypersoft se¥, J) where
J=AxBxCxDxE&

J1 = (a1, B1,71,01,€1), 2 = (a1, B1,71,02,€1), J3 = (a1, B2,71,01,€1),
g ] Ja={(a1,02,m,02€1), 55 = (a2, f1,71,01,€1), Jo = (a2, B1,71, 02, 21),

g7 = (a2, B2,71,01,€1), js = (a2, B2,71,02,€1), jo = (as, B1,71,01,€1),

Jio = (s, B1,71,02,€1), j11 = (a3, B2,71,01,€1), j12 = (@3, B2, 71, 02,€1)

and

(i, {l, 12, o, lhas lis}) s (G2, {01, D2, 03, lios li2}) 5 (3, {12, 03, 14, 19, is, lia})

(44> {las 15, 16, Loy lis, Lis }) 5 (55 {16y U7, U8y Lios iz }) 5 (des {120 13, Las 17, 1o })
(U, 1) =19 (7, Al 13,105,165 18, 110, L2, L1y L6 }) 5 (Jss D2, 03, L6, 7, Lo,y 111, D13, las })

(Jos {ls, 17,18, 1o, 111, 113, L1 }) , (Jro, {12, L4, U6, Is, Lio, 12y laa })

(J11, {13515, 7, 1o, 111 }) , (Jaz, {11, L4, Iz, Lo, a3, L6 )

Now we propose an algorithm of bijective hypersoft sets to establish decision rules.

ALGORITHM
Step 1 Construdpy = (U (Wi, Vi), (£,.7),4)
Step 2 Calculate; =T (W;,V;), (£,7))fori =1,2,...,n

Step 3 Calculate =T 7\ W;,V5), (£,7)
j=1

Step 4 Find reduct bijective hypersoft sets wibg g
Step 5 Determine decision rules

[descriptive diagram] Step 1,Constriidg g = (_@1()/\)1-, Vi), (£,7),4), Step 2,

Calculates; = T'(W;, Vy), (£, 7)), Step 3, Calculate = T° 7\ W, V), (£,T) ],
j=1

Step 4, Find reduct bijective hypersoft sets wibk z, Step 5, Determine decision rules
Step 1
Let we have bijective hypersoft sets

Wi, V1) = { G {l las b6} (o, {l2, 1s, 17}) )
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Wa, Vo) = { (3, {l1.15,16}) , (Jar {las 17, 1s}) }
Ws,V3) = { (s, {l1,12,14}) , (Jo, {3, 15,16 }) , (G, {I7,1s}) }
(£,7) ={ (s {l1, 14,15, 16}) , (Jo, {l2, 13,17, 1s}) }
which formDp 5 — (i;él(wi,vi), (£,7),4) andV;, J C J.
Step 2
Since

_ (6 :(jhj )7{lﬂl})7(6 :(J 7j )7{l })7
o) A0 v2) = { {gn Z e siel)s B o).

and

(05 = (j3,J5),{11}) > (06 = (J3,J6) {I5,16}) , (07 = (43, 57),0)
092, V2) NOV5: V) = 1 (g = (o) A1) 60 = i o). 0) B0 = (i o). s s)) }
and

r—/H/—/H

(011 = (J1,J5), {1, la}) s (O12 = (41, J6), {l6}) , (013 = (ju,j7), ) }
(014 = (j2,75), {l2}) , (015 = (J2, J6), {Is}) » (Or16 = (J2,J7), {l7})

Now

r1 =T ((Wi,)1),(£,7)) = 15 = 0.1875

Ky =T (W, V), (£,T)) = £ = 0.1875

kg =T ((Ws,V3),(£,T)) = 12—6 =0.125

kg =T (Wi, 1) AW2, Va), (£,7)) = 15 = 0.3125
ks = T (W2, Vo) AWs, V3), (£, 7)) = 15 = 0.375
ke =T (W1, V1) A(Ws, V3), (£,7)) = 15 = 0.375
Step 3

W1, V1) AWa, Vo) AWs, Vi) =

(m = (J1,J3,J5), {11 }) » (2 = (41,73, 76)> {l6}) , (775—(J17]3, J7),0)
(4 = (J1,Ja,Js), {la}) s (5 = (J1, 74, J6), 0) , (N6 = (1, Jas 57 ), 0)
(7 = (52,73, 35), 0) » (ns = (J2, 73, J6), {ls}) » (9 = (J2, J, 17),®)
(7710 = (Jz,j4,]5) V)) s (7711 = (]27]47]6) @) ) (7712 = (J2,j4,J7): {17})

therefore
3

k=T (/\ (Wi, Vi), (syj)) =2 =0.3125

Step 4 =

As

3
r ((Wl, Vi) \Wa, V2), (£, J)) —03125=T (/\(Wi, V), (L, J))
i=1

therefore(Wy, V1) U (Ws, Vs) is areduct ofDp .
Step 5
Since(Wy, V1) U (W, Vs) is a reduct ofD gy therefore we have the following decision
rules w.rt.Dggy

(i) If 6, thenjg(2/4)

(ii) If 65 thenjs(1/4)
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(ii) If 65 thenjs(1/4)

(iv) If 64 thenjg(1/4)
Hence we have two elemenis andjg in our decision set angs is more preferable than
jo in this set for further evaluation.

4.1. Comparative study. In this subsection, we compare our propose structure with the
existing studies.

Authors Structures Remarks
H. Kamaci etal. [9]  Bijective soft matrix i ) .
theory e Single set of attribute is

employed to develop deci-
sion system via bijection
on matrix theory

e Multi-bijective  linguistic
soft decision system is
established

Gong et al. [7] The bijective soft set ] ) )
e Single set of attribute is

employed to develop deci-
sion system

Proposed structure Bijective hypersoft ]
set e Attributes are further

classified into disjoint
attribute-valued sets

e Decision system is de-
veloped via employment
of multi-argument approx-
imate functions.

5. CONCLUSION

In this study, the concept of bijective hypersoft set is developed and its some set aggrega-
tion operations such as restricted-AND and relaxed-AND, are discussed. Decision making
algorithm and its application are discussed with the support of new proposed operations
of bijective hypersoft set like dependency, decision system, significance of decision sys-
tem, reduced decision system and decision rules in decision system. In order to adequate
the existing soft-like structures for multi-argument functions, future work may include the
hybridized study of proposed work with the following structures:

Fuzzy Set

Intuitionistic Fuzzy Set
Interval-Valued Fuzzy Set
Pythagorean Fuzzy Set
g-rung Orthopair Fuzzy Set
Rough Set
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e Complex Set
e Neutrosophic Set etc.

and their applications in decision making.
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