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Abstract.: In literature, the arithmetic mean of the two functions in the
denominator of the second step of order three Weerakoon and Fernando
(2000) iterative method have been replaced with other different means.
However, these actions have not improve its order of convergence. To im-
prove the order of convergence of these modified methods, a generic fam-
ily of iterative methods that involve two weight functions and a generic
consequential function for replacement of means is proposed. The analy-
sis of convergence carried out on the families of methods, shows that they
are of fourth order convergence and requires evaluation of three functions
per iteration cycle. Further, the flexibility of the weight functions enables
the re-discovery of some existing and construction of new families of it-
erative methods. Some concrete members of the family of methods are
applied to solve some nonlinear equations and real life problems that are
modeled into nonlinear equations.
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1. INTRODUCTION

The area of numerical mathematics that involved the development of new iterative meth-
ods (IM) for determining the solution of nonlinear equations (NE) have attracted researchers’
interest for decades. This is because many real life phenomena are continued to be mod-
elled into NE and requires the application of efficient IM to determine their solutions. The
generic form of Nonlinear models (NLM) is:

f (x) = 0, (1. 1)
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where x ∈ R, f : D ⊂ R → R is functional.
The Newton method (NM)[24] is the most popular IM for determining the solution x ∗ of
(1.1) and is given as:

xk+1 = xk − sk, k = 0, 1, 2, · · · (1. 2)

where sk = f(xk)
f ′(xk) . The convergence order (CO) of the IM (1.2) is 2 and requires the

evaluation of two distinct functions per iteration cycle.
Over the years, plethora of IM for determining the solution x ∗ of (1.1) have been developed
in literature. These developed methods are usually variants of the method (1.2) and in most
cases targeted at improving its CO and efficiency index (EI). The EI of a method with CO
ρ is determined using ρ

1
q ,[18]. In order to improve the CO and EI of (1.2), many authors

have used different techniques. A good review on some of these techniques such as the
geometric, functional, composition, sampling, Adomain decomposition, rational function
and weight function techniques can be found in [1, 15, 16, 17] and reference therein.
The Weerakoon and Fernando (W-F) method in [25] is one modified form of the NM (1.2),
put forward by replacing the function f ′(x) in (1.2) with the arithmetic mean of the func-
tions f(x) and f ′(w). It is given as

wk = xk − sk,

xk+1 = xk − 2f(xk)
f ′(xk) + f ′(wk)

,
(1. 3)

with CO three and EI = 1.4422. Since the W-F method was put forward, many authors
have replaced the arithmetic mean used in [25] with other types of means to developed
many IM of CO three. For instance, Harmonic mean was used in [19], geometric mean
was employed in [14], Heronian mean and Quadratic mean were utilized in [23] and [26]
respectively. Further, in [9, 10] the Stolarsky, Gini, Power, p-Logarithm, Heron, Contra-
harmonic and Symmetric means where used to develop families of means-based CO three
methods which contain methods from papers [25,19,14,23] and others.
To improve the CO and EI of the third orders means-based methods, many authors have
introduced to the second step of the methods, a unique weight function that contain one
additional new function evaluation which ensures the method attain higher CO and EI , see
[13, 4, 11 , 3]. In quest for contribution to these research trends, we introduce two weight
functions to the second step of means-based iterative function which led to the development
of families of modified means-based modified NM for approximating the solution of (1.1).
The rest part of this paper is arranged in the following format. Section 2, presents the de-
velopmental stages of the new families of IM and their convergence analysis. While the
numerical experience of the developed and compared methods on theoretical problems are
presented in Section 3, the application to real life problems are presented in Section 4. The
last section of this document, contains the conclusion and suggested further research areas.

2. METHOD FORMULATION

Consider the modified NM given as:
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xk+1 = xk − f(xk)
MT [f ′ (xk) , f ′ (wk)]

, k = 0, 1, 2. · · · (2. 4)

where wk is Newton method iterative step and MT is any type of mean of the functions
derivatives f ′ (xk) and f ′ (wk).
Define a transformation Ω on the second step of the method in (2.4) such that

Ω
(

f(xk)
MT [f ′ (xk) , f ′ (wk)]

)
= ΦMT (sk, vk) , (2. 5)

where s = f(xk)
f ′(xk) , v = f ′(wk)

f ′(xk) and ΦMT is a real valued bi-variate function of s and v

which is the result of the transformation Ω when a type of mean is used in M T . For this
reason, ΦMT is referred to as the consequential transformation function when any type of
mean is used as MT . Consequently, (2.4) becomes

xk+1 = xk − ΦMT (sk, vk) , k = 0, 1, 2, · · · (2. 6)

Suppose MT is Arithmetic mean, that is MT = f ′(xk)+f ′(wk)
2 and after subjecting it to the

transformation in (2.5), the consequential IM in (2.4) becomes

xk+1 = xk − 2sk

1 + vk
, k = 0, 1, 2. · · · (2. 7)

The IM in (2.7) is the W-F method [25] with its corrector function expressed as a function
of sk and wk.

Other similar modified form of method (2.4) that are of CO three have been obtained by
using different type of mean in MT and then subjecting it to the transformation in (2.5).
For example:

For Harmonic mean [19], MH = 2
(

1
f ′(xk) + 1

f ′(wk)

)−1

, we get

ΦMH (sk, vk) =
sk

2

(
1 +

1
vk

)
, k = 0, 1, 2. · · · (2. 8)

For Geometric mean [14], MG =
√

f ′ (xk) f ′ (wk), we get

ΦMG (sk, vk) =
sk√
vk

, k = 0, 1, 2. · · · (2. 9)

For Hearonian mean [23], MHe = 2
3

f ′(xk)+f ′(wk)
2 + 1

3

√
f ′ (xk) f ′ (wk) , yield

ΦMHe (sk, vk) =
3sk

1 + vk +
√

vk
, k = 0, 1, 2. · · · (2. 10)

For Quadratic mean [26], MQ =
√

1
2 (f ′2 (xk) + f ′2 (wk)) , yield

ΦMQ (sk, vk) =
sk√

1
2 + 1

2v2
k

, k = 0, 1, 2. · · · (2. 11)
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2.1. The families of the means-based methods. In order to make the method (2.7) and
all other methods developed from (2.4) by using the transformation of the types of mean
given in Equations (2.8 - 2.11) attain CO four, the following family of IM is suggested.

yk = xk − αsk;

xk+1 = xk − ΦMT (sk, vk)H (sk)G (vk) , k = 0, 1, 2, · · · (2. 12)

where α ⊂ R\ {0} a free parameter, H (sk) and G (vk) are real-valued weight functions
that ensures the CO of (2.12) attain four by utilizing fixed number of functions evaluations
per iteration cycle. If method (2.12) is established to converge with order four, then for any
concrete method of it will require the evaluation of three functions per iteration cycle and
consequently, its EI will be 1.5873.

Next we establish the convergence of the families of means-based IM given in (2.12) for
different types of mean used in MT . The Taylor’s expansion technique also used in liter-
ature [15, 16, 17, 13] and some reference therein, was used in proving the convergence of
the method. First, the Proposition 2.1 is considered.

Proposition 2.1. Let f : D ⊂ R → R be a real valued function that is at least three-
times differentiable and that f ′ (·) �= 0 in D. Then for every type of mean used in MT , the
function ΦMT (sk, vk) in (2.12) contributes an error to the iterative process given as:

eΦMTk
= ek + (α − 1) c2e

2
k +

(
BMT c2

2 + DMT c3

)
e3

k

+
(
EMT c3

2 + FMT c2c3 + JMT c4

)
e4

k + O(e5
k)

(2. 13)

where BMT , DMT , EMT , FMT and JMT are constants expressed in terms of α.

Theorem 2.1. Assume that f : D ⊂ R → R is a real valued function that is at least three-
times differentiable such that f ′ (·) �= 0 in D. If x0 is an initial guess close to x∗ ⊂ D ,
then the sequence of approximations {xk}k≥0 , (xk ∈ D) generated using the families of
methods (2.12) for any mean type MT used, converges to x∗ with order four and generic
error equation

ek+1 =
1

162G(1)
(54c2c3(−2 + 12BMT − 3FMT )G(1) − 2c3

2((−327 + 540BMT

+ 81EMT )G(1) − 32G′′(1)) − 3G(1)(9G(1)H ′′′(0) + c4(52 + 54JMT )))e4
k

+ O(e5
k)

(2. 14)
where cn = 1

n!
fn(x∗)
f ′(x∗) , n ≥ 2, provided the weight functions H (sk) and G (vk) satisfy the

following conditions:
α = 2

3 , DMT = −α, H(0) = 1
G(1) , G(1) �= 0, H ′(0) = H ′′(0), H ′′′(0) < ∞,

G′(1) = 1
2G(1), G′′(1) =

(
10−9BMT

8

)
G(1), G′′′(1) < ∞.

Proof. Let the kth iteration error be ek+1 = xk−x∗. If x=xk in the Taylor series expansion
of f (x) and f ′ (x) about x∗, then
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f (xk) = f ′ (x∗)

[
ek +

4∑
n=2

cnen
k + O

(
e5

k

)]
, k=0, 1, 2, · · · (2. 15)

and

f ′ (xk) = f ′ (x∗)

[
1 +

4∑
n=2

cnen−1
k + O

(
e5

k

)]
, k=0, 1, 2, · · · (2. 16)

where cn = 1
n!

fn(x∗)
f ′(x∗) , n ≥ 2.

Using (2.15) and (2.16), the following expressions are obtained.

sk =
f(xk)
f ′(xk)

=ek − c2e
2
k + (2c2

2 − 2c3)e3
k + (−4c3

2 + 7c2c3 − c4)e4
k

+ (8c4
2 − 20c2

2c3 + 6c2
3 + 10c2c4 − 4c5)e5

k + O(e6
k)

(2. 17)

and

wk = xk − α
f(xk)
f ′(xk)

= x∗ + (1 − α)ek + αc2e
2
k + α(−2c2

2 + 2c3)e3
k + α(4c3

2 − 7c2c3 + 3c4)e4
k

+ O(e5
k)

(2. 18)

Now by expanding f ′(wk) using Taylor series expansion, we have:

f ′(wk) = f ′(x∗)[1 + 2(1 − α)c2ek + (2αc2
2 + 3(1 − α)2c3)e2

k + (6(1 − α)αc2c3

+ 2αc2(−2c2
2 + 2c3) + 4(1 − α)3c4)e3

k + (3c3(αα2c2
2 + 2(1 − α)α(−2c2

2 + 2c3))

+ 12(1 − α)2αc2c4 + 2αc2(4c3
2 − 7c2c3 + 3c4) + 5(1 − α)4c5)e4

k + O(e5
k)]
(2. 19)

The variable vk of the weight function G(vk) can be express as

vk =
f ′(wk)
f ′(xk)

= 1 − 2αc2ek + 3α(2c2
2 + (−2 + α)c3)e2

k − 4α(4c3
2 + (−7 + 3α)

+ (3 − 3α + α2)c4)e3
k + α(40c4

2 + (−100 + 39α)c2
2c3 + (30 − 21α)c2

3

+ 2(25 − 24α + 10α2)c2c4 + 5(−4 + 6α − 4α2 + α3)c5)c4
k + O(c5

k)

(2. 20)

and from Proposition 2.1,

ΦMT (sk, vk) = ek + (α − 1) c2e
2
k +

(
BMT c2

2 + DMT c3

)
e3

k

+
(
EMT c3

2 + FMT c2c3 + JMT c4

)
e4

k + O(e5
k)

(2. 21)
The Taylor expansion of the weight functions H (sk) and G (vk) about sk = 0 and vk = 1
respectively, are
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H (sk) = H(0) + sH ′(0) +
1
2
s2H ′′(0) +

1
6
s3H ′′′(0) + · · · (2. 22)

and

G (vk) = G(1) + (v − 1)G′(1) +
1
2
(v − 1)2G′′(1) +

1
6
(v − 1)3G′′′(1) + · · · (2. 23)

Now using (2.21), (2.22), and (2.23) in the second step of (2.12), we get

xk+1 =(1 − G(1)H(0))ek + (c2(G(1) − αG(1) + 2αG′(1))H(1) − G(1)H ′(0))e2
k

+ (−((BMT c2
2 + c3DMT )G(1)H(0)) − α(3(α − 2)c3G

′(1)) + 2c2
3(3G′(1)

+ αG′′(1))H(0) + c2G(1)H ′(0) + 2αc2G
′(1)H ′(0)

+ (α + 1)c2(2αc2G
′(1)H(0) − G(0)H ′(0)) − G(1)H ′(0)

2
)e3

k

+ (4α3c4G
′(1)H(0) − 1

3
(c3

2(3EMT G(0) + 2α((9α

− 3(11 + BMT ))G′(1) + α(3(α − 7)G′′(1) − 2αG′′′(0))))H(0)

+ c2
2((−3 + α − B)G(1) + 2α((α − 5)G′(1) − αG′′(1)))H ′(0)

+ 6αG′(1)(2c4H(0) + c3H
′(0)) − 3α2G′(1)(4c4H(0) + c3H

′(0)) · · ·
− 1

6
G(1)(6c3(DMT − 2)H ′(0) + H ′′′(0) + 6c4H(0)H(0)JMT )))e4

k

+ O(e5
k)

(2. 24)
The method (2.12) converges to x∗ if the first, second, and third term of (2.24) vanish. This
is achieved when the following set of system of equations holds.

G(1)H ′(0) = 0

1 − G(1)H(0) = 0

(G(1) − αG(1) + 2αG′(1))H(0) = 0
1
2
G(1)H ′(0) = 0

2G′(1) (2α − 1) − BMT G(1) = 0

3αG′(1) (2 − α) − DMT G(1) = 0

2α (3G′(1) − αG′′(1)) = 0

(2. 25)

The system of equations (2.25) is satisfied if

α =
2
3
, DMT = −α, H(0) =

1
G(1)

, G(1) �= 0, H ′(0) = H ′′(0) = 0,

H ′′′(0) ≤ ∞, G′(1) = −1
4
G(1),

G′′(1) =
(

10 − 9BMT

8

)
G(1), G′′′(1) < ∞.

(2. 26)
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By substituting the weights conditions (2.26) in (2.22) and (2.23), the following general
error equation of any method constructed from (2.12) is obtained as:

ek+1 =α +
1

162G(1)
(54c2c3(12BMT − 3FMT − 2)G(1) − 2c3

2((540BMT + 81EMT

− 327)G(0) − 32G′′′(0)) − 3G(1)(9G(1)H ′′′(0) + c4(52 + 54JMT )))e4
k

+ O
(
e5

k

)
(2. 27)

The error equation in (2.27) establishes the claim that for any concrete method derived
from (2.12), will have CO four.

Remark 2.1: For any two weight functions H(s) and G(v) jointly satisfying the conditions
in (2.26), a family of CO four means-based IM for solving (1.1) can be put forward. For
instance:

H(s) =
(

1
δ + θs3

)
and G(v) = δ − 1

4δ(v − 1) + η
2δ(v − 1)2 + τ(v − 1)3

where δ �= 0 , θ < ∞ and τ < ∞ are free constant. These weight functions when
substituted in (2.12) yield a family of methods given as:

yk = xk − 2
3
sk;

xk+1 = xk − ΦMT (sk, vk)
(

1
δ

+ θs3
k

) (
δ − 1

4
δσ +

η

2
δσ2 + τσ3

)
,

k = 0, 1, 2, · · ·

(2. 28)

where σ = vk − 1 and η =
(

10−9BMT

8

)
.

We state here that the family of order four methods developed in [13,14] is a consequential
member of the method in (2.28) with θ = τ = 0 ( More details on this can be seen in
Remark 2.3). For this reason method (2.28) is referred to as family of families of CO four
methods for solving (1.1).

Remark 2.2: It is important to note that the variable η (depending on B MT ) is responsible
for the differences in IM developed from (2.28) using different types of means in M T .
Using Proposition 2.2, the values of η when different types of means are used in M T are
presented in Table 1.
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TABLE 1. Values of η for different methods.

MT BMT η

Arithmetic mean 2 − 4α + α2 3
2

Harmonic mean 2(α − 1)2 1

Geometric mean 1
2
(α2 − 8α + 4) 5

4

Hearonian mean 7
6
α2 − 4α + 2 17

12

Quadratic mean 1
2
(2 − 4α + α2) 7

4

Remark 2.3: To construct concrete form of the method in (2.28) for a chosen MT (corresponding to
η), arbitrary values are assigned to the free parameters δ, θ and τ . For instance, if η = 3

2
, δ = 1, θ =

τ = 0 in (2.28), then we have the method put forward in Lofti (2014)[13] and Chicharro et al.,(2019)
[4] denoted as M1 and given as:

xk+1 = xk − 2sk

1 + vk

�
2 − 7

4
vk +

3

4
v2

k

�
. (2. 29)

Some other typical methods are presented in Table 2.

TABLE 2. Concrete forms of the family of methods and their error equations

Methods η δ θ τ ek+1 Remark

M1 3/2 1 0 0 1
9
(33c3

2 − c2c3 + c4)e
4
k Method in [13,4]

M2 3/2 1 1 1 (1
9
c4 − c2c3 + 329

81
c3
2 − 1

6
)e4

k New Method

M3 1 1 0 0 (75
27

c3
2 − c2c3 + c4

9
)e4

k Method in [4]

M4 1 2 2 6 1
9
(37c3

2 − 9c2c3 + c4 − 6)e4
k New Method

M5
5
4

1 0 0 (89
27

c3
2 − c2c3 + c4

9
)e4

k Method in [4]

M6
5
4

1
2

3 0 ( 89
27

c3
2 − c2c3 + c4

9
− 1

4
)e4

k New Method

M7
17
12

1 0 0 (287
81

c3
2 − c2c3 + c4

9
)e4

k Method in [4]

M8
17
12

3 1 1
�

883
243

c3
2 − c2c3 + c4

9
− 1

2

�
e4

k New Method

M9
7
4

1 0 0 (109
27

c3
2 − c2c3 + c4

9
)e4

k Method in [4]

M10
7
4

1 1 1 (3599
81

c3
2 − c2c3 + c4

9
− 1

6
)e4

k New Method

3. NUMERICAL IMPLEMENTATION

To demonstrate the applicability of the developed iterative methods, some standard nonlinear prob-
lems in literature are solved. The performance of some concrete methods of the developed families
of methods presented in Table 2 are compared with some existing fourth order method in Sharma et
al. [21] (SM)

xk+1 = xk − 4f(xk)

f ′(xk) + 3f ′(wk)

�
1 + s3

k

� − 9

16

�
φ

f ′(xk)

�2

s3
k, (3. 30)
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where φ = f ′(xk)−f ′(wk)
sk

.

and Chun et al. [6] (CM)

xk+1 = xk − f ′(xk) + 3f ′(wk)

2f ′(xk) − f ′(wk)

f(xk)

f ′(xk)
. (3. 31)

All computer programs written for computations were implemented in MAPLE 2017 version environ-
ment, with 1000 digits of mantissa on Intel Celeron(R) CPU 1.6 GHz with 2 GB of RAM processor.
The stopping criteria used for all program is |f (xk+1)| ≤ 10−100 . The metrics used for comparison
includes Number of Iterations (Iter), Absolute value of function of last iteration value |f (xk+1)|
and Computational local convergence order due to Petkovic ρcoc [8] given as,

ρcoc =
log |f(xk+1)|
log |f(xk)| . (3. 32)

The developed methods (M2j , j = 1, 2, 3, 4, 5) and the compared methods SM and CM were used
to approximate the solution of the nonlinear problems under same computation conditions and com-
putation results obtained are presented in Table 3. The test functions f1(x) = sin(x) − x2 + 1 and
f2(x) = (x − 1)3 − 1 taken from [5] were adopted for numerical test:

TABLE 3. Methods results comparison for the test functions

fi(x) Methods x0 iter |f (xk+1)| ρcoc

SM 5 2.9346e − 397 4.0182
CM 4 1.2067e − 154 4.0538
M1 4 4.8394e − 121 4.0493

f1(x) M2 2 4 3.4228e − 107 4.0953
M4 5 9.9384e − 168 4.0000
M6 5 2.7762e − 286 3.9722
M8 5 1.8910e − 165 4.0244
M10 4 3.9356e − 104 4.0856
SM 4 1.6738e − 108 4.0000
CM 4 1.2469e − 122 3.9355
M1 5 2.5977e − 337 4.0119
M2 5 8.2931e − 364 4.0000

f2(x) M4 2.5 5 8.6029e − 381 4.0105
M6 4 1.6872e − 204 4.0000
M8 4 2.1119e − 101 4.0400
M10 5 2.3967e − 351 3.9889

3.1. Results discussion. From Table 3, the numerical experience on some concrete forms
(M2j , j = 1, 2, 3, 4, 5) of the developed family of families of methods (3.28) agrees with theoretical
order of convergence obtained. For instance, it can be seen from the last column of Table 3 that the
computational order of convergence ρcoc of (M2j , j = 1, 2, 3, 4, 5) is four . It is also worthy of note
that the developed method solved all the test problems with error margins that are competitive with
methods compared.
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4. SOME APPLICATIONS TO REAL LIFE MODELS

In this section, some concrete forms of the developed methods (M2j , j = 1, 2, 3, 4, 5) are applied
to solve some real life problems that have been expressed in nonlinear equations. Their numerical
results were compared with the results by the methods SM and CM.

Application 1: (Colebrook-White Equation [7]). Given a flow rate in a pipeline, one important
means of determining pressure drop is the friction factor f , [22]. A relationship between the fric-
tion factor, Raynolds number R, Pipe roughness ε and the pipe inner diameter D is described by the
Colebrook-White equation given as:�

1

f
= −2log10

�
ε/D

3.7
+

2.51

R
√

f

�
, (4. 33)

where R > 4000. The expression in (4.33) can be written in the form of (1.1) as:

f(f∗) =

�
1

f∗ + 2log10

�
ε/D

3.7
+

2.51

R
√

f∗

�
, (4. 34)

where ε/D = 10−4 and R = 105. Table 4 shows the computation results when the developed
methods (M2i, i = 1, 2, 3, 4, 5) and the compared methods (SM and CM) are applied to solve the
problem in (4.34) with an initial guess x0 = 0.01. All the methods located the solution f∗ =
0.73164090877 · · · of (4.34) with few number of iterations and similar accuracy.

TABLE 4. Comparison of methods results for Application 1.

Methods x0 iter |f (xk+1)| ρcoc

SM 6 4.7897e-296 4.0000
CM 4 9.0271e-109 4.0370
M1 5 3.5381e-355 3.9888
M2 6 3.7252e-210 3.9623
M4 0.01 6 4.1820e-106 3.9259
M6 6 2.4273e-344 4.0000
M8 6 4.4259e-279 3.9857
M10 6 3.03401e-192 4.0000

Application 2: (Population growth [2]) The expression governing the population growth is given as

dN(t)

dt
= μN(t) + σ, (4. 35)

where N(t) is population at time t, μ is constant rate of birth and σ is constant rate of immigration.
The solution of the differential equation can be obtained as:

N(t) = N0e
μt +

σ

μ

�
eμt − 1

�
, (4. 36)

where N0 is population at initial point (t=0). Suppose the population of certain town is 1000000 at
initial point, and 43.5 percent of its population immigrate into the town in the first year, and that at
the end of the year 58.6 percent of the initial population were added to the town population. It may be
of interest to determine the birth rate of the town population, then we must determine μ. Substitute
the data in (4.36) yield

f(μ) = 1586000 − 435000

μ
(eμ − 1) − 1000000eμ = 0. (4. 37)
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The computation results obtained by applying the developed methods and the compared methods are
presented in Table 5.

TABLE 5. Comparison of methods results for Application 2.

Methods x0 iter |f (xk+1)| ρcoc

SM 5 4.9598e-265 4.2742
CM 4 8.9603e-138 4.6000
M1 5 1.1961e-234 4.3333
M2 5 2.1856e-303 4.2676
M4 1 5 5.4625e-323 4.2500
M6 5 1.1112e-156 4.4571
M8 6 2.4989e-125 4.6296
M10 5 9.1122e-316 4.2133

Application 3: (Radiation [12,20]) Consider the Plank’s radiation law which calculate the energy
density within an isothermal blackbody given as

ϕ(λ) =
8πchλ−5

ech/λkT − 1
, (4. 38)

where λ, t, h and c represents the radiation wavelength, blackbody absolute temperature, Boltzmann’s
constant, Planck’s constant and c speed of light. A typical radiation problem might involve calculating
the wavelenth λ which agree with maximum energy density ϕ(λ). Differentiating Equation (4.38)
with respect to λ, yield

ϕ′(λ) =
8πchλ−6

ech/λkT − 1

�
( ch

λkT
)

ech/λkT − 1
− 5

�
. (4. 39)

From Equation (4.39), the function ϕ(λ) attain its maxima when

�
ch

λkT

�
ech/λkT − 1

− 5 = 0. (4. 40)

Now, set x = ch
λkT

in Equation (4.40), we get

x = 5 − 5e−x. (4. 41)

The expression in (4.41) can be written in the form of (1.1). Hence,

f(x) = 5 − 5e−x − x = 0. (4. 42)

Obviously, x = 0 is a trivial solution. It was discussed in [12] that a solutions of (4.42) occur
near x = 5. Here, we approximate the solution x∗ = 4.965114231744276303698 of (4.10) with
an intial approximation x = 5 using the methods developed here in and compared with results of
some methods in Table 6. Consequently, the energy density is maximum when the approximated
wavelength of radiation is λ = ch

4.965114231744276303698(kT )
.
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TABLE 6. Comparison of methods results for Application 3.

Methods x0 iter |f (xk+1)| ρcoc

SM 4 6.9245e-374 3.9787
CM 3 9.3221e-169 4.0238
M1 3 2.8092e-164 4.0000
M2 4 6.9180e-374 3.9787
M4 5 4 1.0551e-322 3.9753
M6 4 6.4843e-359 3.9889
M8 4 2.5287e-333 3.9643
M10 4 6.9168e-374 3.9787

5. CONCLUSIONS

In this paper, the method of Weerankoon and Fernando [25] have been modified with the main ob-
jective of scaling its order of convergence from three to four. This was made possible by replacing
the arithmetic mean of f ′(xk) and f ′(wk) used in its second step with other means expressions and
two attached weight functions H(s) and G(v). The analysis of convergence of the developed method
reveals the conditions for which many other CO four methods can be constructed from it. In fact, a
recent developed family of CO four methods in Lofti (2014) [13] and Chicharro et al., (2019a) [4]
is one of its consequential member. The developed methods, were applied to approximate the solu-
tion of some nonlinear problems and real life problems expressed in nonlinear equation that recently
appeared in literature. In all the problems solved, the computation experience from the developed
methods shows promising competence in solving the problems as compared with the results of some
contemporary methods. It may be of interest to extended the methods put forward in this manuscript
to determining multiple roots of (1.1). Also the methods can be generalized in Banach spaces.
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